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Stelios Arvanitis

• The following set of exercises is optional.

• The details of the (electronic) submission process will be announced in time.

• The instructor retains the right to ask for clarifications on the proposed solutions.

Exercise 1. Given an 𝑋-valued sequence (𝑥𝑛)𝑛∈ℕ, define a (𝑥𝑛)𝑛∈ℕ- subsequence to
be any infinite subset of (𝑥𝑛)𝑛∈ℕ. Prove that if a metric space is totally bounded then
every sequence has a Cauchy subsequence.

Exercise2. Consider (𝐵 (ℕ, ℝ) , 𝑑sup)and𝐴 = {(𝑥𝑛)𝑛∈ℕ , 𝑥𝑛 = {1, 𝑛 = 𝑖
2, 𝑛 ≠ 𝑖 , 𝑖 ∈ ℕ} ⊂

𝐵 (ℕ, ℝ). Show that 𝐴 is 𝑑sup - bounded but not 𝑑sup - totally bounded.

Exercise 3. Suppose that (𝑋, 𝑑) is compact. Prove that if 𝑓 ∶ 𝑋 → ℝ is 𝑑𝐼/𝑑 - con-
tinuous then it is bounded and thereby conclude that 𝐶 (𝑋, ℝ) ⊆ 𝐵 (𝑋, ℝ), where
𝐶 (𝑋, ℝ) = {𝑓 ∶ 𝑋 → ℝ, 𝑓 is 𝑑𝐼/𝑑- continuous}. Prove that 𝐶 (𝑋, ℝ) is a closed sub-
set of (𝐵 (𝑋, ℝ) , 𝑑sup). Prove that 𝐶 (𝑋, ℝ) is 𝑑sup- complete.

Exercise 4. Suppose that (𝑋, 𝑑) is compact. Show that for 𝑓𝑛 ∶ 𝑋 → ℝ, 𝑛 ∈ ℕ,
if the sequence (𝑓𝑛) is 𝑑𝑢/𝑑 - equi - Lipschitz then it is 𝑑sup - bounded. Prove that if
furthermore 𝑓𝑛 (𝑥) → 𝑓 (𝑥) as 𝑛 → ∞, for all 𝑥 ∈ 𝑋, for some 𝑓 ∶ 𝑋 → ℝ, then also
𝑑sup (𝑓𝑛, 𝑓) → 0 as 𝑛 → ∞, and conclude that the limit 𝑓 is 𝑑𝑢/𝑑 - Lipschitz.

Exercise5. Given that (ℝ, 𝑑𝐼) is complete, show that (ℝ𝑛, 𝑑𝐴) is complete for any𝑛 > 0
and 𝐴 any positive definite 𝑛 × 𝑛 matrix.

Exercise 6. Suppose that (𝑋, 𝑑) is compact. Show that for 𝑓𝑛 ∶ 𝑋 → ℝ, 𝑛 ∈ ℕ,
if the sequence (𝑓𝑛) is 𝑑𝐼/𝑑 - equi - Lipschitz then it is 𝑑sup - bounded. Prove that if
furthermore 𝑓𝑛 (𝑥) → 𝑓 (𝑥) as 𝑛 → ∞, for all 𝑥 ∈ 𝑋, for some 𝑓 ∶ 𝑋 → ℝ, then also
𝑑sup (𝑓𝑛, 𝑓) → 0 as 𝑛 → ∞, and conclude that the limit 𝑓 is 𝑑𝐼/𝑑 - Lipschitz.

Exercise 7. Prove the Matkowski Fixed Point Theorem:

Theorem. Suppose that (𝑋, 𝑑) is complete, 𝑓 ∶ 𝑋 → 𝑋, and 𝑔 ∶ ℝ+ → ℝ+ such that:

1. 𝑔 is non-decreasing,

2. 𝑔 is continuous at zero,
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3. 𝑔 (𝑡) = 0 iff 𝑡 = 0,

4. lim𝑚→∞ 𝑔(𝑚) (𝑡) = 0,∀𝑡 ∈ ℝ+, and

5. ∀𝑡 > 0, lim𝑚→∞
𝑔(𝑚+1)(𝑡)
𝑔(𝑚)(𝑡) = 𝑐𝑡 < 1.

Then if ∀𝑥, 𝑦 ∈ 𝑋, 𝑑 (𝑓 (𝑥) , 𝑓 (𝑦)) ≤ 𝑔 (𝑑 (𝑥, 𝑦)), 𝑓 has a unique fixed point, say 𝑥⋆ =
lim𝑚→∞ 𝑓 (𝑚) (𝑥), for all 𝑥 ∈ 𝑋.

Show that this is a generalization of BFPT.

Exercise8. (Fredholm Integral Equationof the secondkind.) Consider𝑋 = 𝐶 ([𝑎, 𝑏] , ℝ)
with 𝑑 = 𝑑sup. Suppose that 𝜔 ∶ [𝑎, 𝑏] × [𝑎, 𝑏] → ℝ is continuous, that 𝜔 (𝑥, 𝑦) ≥
0, ∀𝑥, 𝑦 ∈ [𝑎, 𝑏], that 0 < 𝑀𝜔 ≔ sup𝑥,𝑦∈[𝑎,𝑏] 𝜔 (𝑥, 𝑦), ℎ ∈ 𝑋 and let 𝜆 > 0. Consider
the integral equation

𝑓 (𝑥) = ℎ (𝑥) + 𝜆 ∫
𝑏

𝑎
𝜔 (𝑥, 𝑦) 𝑓 (𝑦) 𝑑𝑦, ∀𝑥 ∈ [𝑎, 𝑏] . (1)

Show that there exists a unique 𝑓 ∈ 𝑋 that satisfies (1) if 𝜆 < 1
𝑀𝜔(𝑏−𝑎) .

Exercise 9. (Perron-Frobenius) Remember that 𝐴 = (𝑎𝑖,𝑗)𝑖=1,…,𝑞,𝑗=1,…,𝑝 with 𝑎𝑖,𝑗 ∈
ℝ, ∀𝑖, 𝑗, is called positive (𝐴 > 0) iff 𝑎𝑖,𝑗 > 0, ∀𝑖, 𝑗. Show that if 𝑝 = 𝑞 and 𝐴 > 0
then𝐴 has at least one positive eigenvalue and at least one positive eigenvector. (Hint:
study and use the Brouwer FPT)


