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Exercises-2018

Stelios Arvanitis

• The following set of exercises is optional.

• The proposed solutions can only be submited at the day of the final exam of
June’s 2018 examperiod. Those should bewritten in a booklet that contains in its
first page your identification data and the number of the written pages. You are
to deliver this only at the time that you deliver your exam paper. In the case that
you do, you must also make a note in the first page of your exam paper that you
are delivering optional exercises. You must make sure that the exam supervisor
first inspects the correctness of the information in the first page of the booklet,
second signs the first page of the booklet and the note on your exam paper and
then encloses the booklet in your exam paper and accepts them.

• The proposed solutions will be graded according to the relevant anouncement.

• The exercises’ grade will be valid for any repeater to June’s 2018 exam period,
exam.

• The instructor retains the right to ask for clarifications on the proposed solutions.

Exercise 1. Find the linear process solution of an ARMA (1, 2) recursion assuming the
UDC. Derive the autocovariance and autocorrelation functions.

Exercise 2. For an arbitrary invertible MA (2) process derive the sequence (𝜌𝑗)𝑗∈ℕ
ap-

pearing in the representation 𝜀𝑡 = ∑∞
𝑗=0 𝜌𝑗𝑦𝑡−𝑗.

Exercise 3. Consider the process (𝑦𝑡)𝑡∈ℤ, defined by

𝑦𝑡 = (1 + 𝜃1𝐿) [𝑢𝑡 cos (𝑡) + 𝑣𝑡 sin (𝜆𝑡)] , 𝑡 ∈ ℤ, 𝜆 ∈ {−1, 0, 1} , 𝜃1 ∈ ℝ,

where ( 𝑢𝑡
𝑣𝑡

) ∼ 𝑁 (𝟎2×1, Id2×2) , 𝑡 ∈ ℤ, (𝑣𝑡)𝑡∈ℤ and (𝑢𝑡)𝑡∈ℤ are i.i.d. and mutually

independent. Is the process strongly and/or weakly stationary? In the case that it is
weakly stationary derive its autocovariance function.

Exercise4. In the contextof anMA(1)processw.r.t. an i.i.d. zeromeanandunit variance
white noise process with parameter value 𝜃10

∉ [−1, 1], derive the indirect inference

estimator based on 𝛽𝑇 = ∑𝑇
𝑡=1 𝑥𝑡𝑥𝑡−1

∑𝑇
𝑡=1 𝑥2

𝑡−1
as well as its limit theory.
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Exercise 5. Consider the process (𝑦𝑡)𝑡∈ℤ, defined by 𝑦𝑡 = 𝛽0𝑦𝑡−1 +𝜀𝑡, 𝜀𝑡 = 𝑧𝑡√ℎ𝑡, 𝑡 ∈
ℤ, |𝛽0| < 1, where (𝑧𝑡)𝑡∈ℤ is i.i.d., with 𝔼 (𝑧3

0) = 0 and 𝔼 (𝑧4
0) = 𝜅 < +∞, and (𝜀𝑡)𝑡∈ℤ

is a GARCH (1, 1) process such that (𝜀2
𝑡 )𝑡∈ℤ has the relevant ARMA (1, 1) representation

w.r.t. the s.m.d. process (𝑣𝑡)𝑡∈ℤ , 𝑣𝑡 ∶= (𝑧2
𝑡 − 1) ℎ𝑡, 𝑡 ∈ ℤ. Derive the autocovariance

function of the (𝜀2
𝑡 )𝑡∈ℤ process. Derive the limit in distribution of

√
𝑇 (𝛽𝑇 − 𝛽0) as𝑇 →

∞, where 𝛽𝑇 is the OLSE of 𝛽0 in the context of the relevant linear model.

Exercise 6. Consider the process (𝑦𝑡)𝑡∈ℤ, defined by 𝑦𝑡 = 𝑧𝑡√ℎ𝑡, 𝑡 ∈ ℤ, where the
process (𝑧𝑡)𝑡∈ℤ is i.i.d., with 𝑧0 ∼ 𝑁 (0, 1), and (𝑦𝑡)𝑡∈ℤ is a stationary and ergodic
EGARCH (1, 1) process. Derive 𝛾𝑘 for any 𝑘 ≥ 0 for the (𝑦2

𝑡 )𝑡∈ℤ process.

Exercise 7. For the process defined in Exercise 5, show that

𝒲𝑇 (𝛽0) ≔ (𝛽𝑇 − 𝛽0)2 [∑𝑇
𝑡=1 𝑦2

𝑡−1]2

∑𝑇
𝑡=1 𝑒2

𝑡 𝑦2
𝑡−1

𝑑→ 𝜒2
1,

as 𝑇 → ∞, where 𝑒𝑡 ∶= 𝑦𝑡 − 𝛽𝑇 𝑦𝑡−1. Given that

1
𝑇 ∣

𝑇
∑
𝑡=1

𝑒2
𝑡 𝑦2

𝑡−1 −
𝑇

∑
𝑡=1

𝜀2
𝑡 𝑦2

𝑡−1∣ ≤ 2 |𝛽𝑇 − 𝛽0|
𝑇

𝑇
∑
𝑡=1

𝜀𝑡𝑦3
𝑡−1 + |𝛽𝑇 − 𝛽0|2

𝑇
𝑇

∑
𝑡=1

𝑦4
𝑡−1,

show that the r.h.s. converges a.s. to zero due to the strong consistency of the OLSE,
the CMT, strong stationarity and ergodicity for (𝑦𝑡)𝑡∈ℤ, Birkhoff’s LLN and the fact that
𝔼 (𝑦4

0) < +∞. Conclude that for |𝛽⋆| < 1, significance level 𝛼 ∈ (0, 1), and the hy-
pothesis structure

{ℍ0 ∶ 𝛽0 = 𝛽⋆

ℍ1 ∶ 𝛽0 ≠ 𝛽⋆ ,

the (Wald-type) testing procedure that rejects ℍ0 iff 𝒲𝑇 (𝛽⋆) > 𝑞𝜒2
1

(1 − 𝛼), where
𝑞𝜒2

1
(1 − 𝛼) is the 1 − 𝛼 quantile of the 𝜒2

1 distribution is asymptotically exact, i.e.

lim
𝑇 →∞

ℙ (𝒲𝑇 (𝛽⋆) > 𝑞𝜒2
1

(1 − 𝛼) /ℍ0) = 𝛼.

Exercise 8. Consider the process (𝑦𝑡)𝑡∈ℕ, defined by 𝑦𝑡 = 𝛽0𝑦𝑡−1 + 𝜀𝑡, 𝑡 ∈ ℤ, where
𝑦0 = 0, 𝛽0 = 1, and the process (𝜖𝑡)𝑡∈ℕ is i.i.d. with mean 0 and variance 𝜎2 > 0.
Furthermore, let 𝛽𝑇 denote the OLSE for 𝛽0 in the context of the relevant linear model,

and define 𝑋𝑇 (𝑟) = 1
𝑇

[𝑇 𝑟]
∑
𝑡=1

𝜀𝑡, 0 ≤ 𝑟 ≤ 1, where [𝑥] denotes the integer part of a

real number 𝑥. Given the FCLT,
√

𝑇 𝑋𝑇 (⋅) 𝑑→ 𝜎𝑊 (⋅) as 𝑇 → ∞, where 𝑊 (⋅) denotes a
standard Wiener process on [0, 1]:

1. Show that ( 1
𝑇 2

𝑇
∑
𝑡=1

𝑦2
𝑡−1, 1

𝑇
𝑇
∑
𝑡=1

𝜀𝑡𝑦𝑡−1) 𝑑→ 𝜎2 (∫1
0 𝑊 (𝑟)2 𝑑𝑟, 1

2 (𝑊 2 (1) − 1)),
as 𝑇 → ∞.

2. Derive the limiting distribution of 𝑇 (𝛽𝑇 − 1) as 𝑇 → ∞.


