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a b s t r a c t 

This paper assesses the impact of credit constraints on investment, inventories and employment using 

a large sample of firms from 12 European countries for the period 2014–2017. The data come from the 

Survey on the Access to Finance of Enterprises (SAFE), which contains direct information on the finan- 

cial constraints faced by non-financial companies. The key identification challenge is a potential omitted 

variable bias, as firms with poor investment and growth opportunities may have a higher probability of 

being credit constrained. This problem is addressed by using an instrumental variable that is based on 

the allocation rule of the ECB’s Targeted Longer-Term Refinancing Operations (TLTROs). The main find- 

ings suggest that credit constraints have strong negative effects on investment in fixed assets, while they 

have no impact on employment or inventories. Unconventional monetary policy may spur investment by 

reducing the incidence of credit constraints, especially in the case of large and old firms. 
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. Introduction 

According to the Modigliani–Miller theorem (1958) , under cer-

ain conditions, a firm’s capital structure is irrelevant to its value.

his implies that, in perfect capital markets, a firm’s financing

ecisions are independent from its investment decisions. In this

ase, internal and external funds are perfect substitutes, and real

rm decisions, motivated by the maximisation of shareholders’

laims, are independent of financial factors such as cash flows,

ebt leverage or dividend payments. In practice, however, factors

uch as transaction costs, tax advantages, costs of financial distress,

gency costs and asymmetric information lead to an imperfect

ubstitutability between internal and external funds, leading to

n external finance premium ( Bernanke and Gertler, 1995 ). As a

onsequence, financial constraints may have important (negative)

ffects on real variables such as investment and employment,

specially for firms with insufficient internal funds. 
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This paper aims to test this theoretical prediction. The main

ndings indicate that credit constraints have strong negative ef-

ects on investment in fixed assets, but no significant impact on

mployment or inventories and other working capital. Therefore

nvestment is particularly sensitive to the availability of external

nance. 

Most previous research has used indirect evidence based on

alance sheet data and proxies for credit constraints. In the

elevant literature, which started with the seminal work of

azzari et al. (1988) , the standard approach is to use indirect

easures of financial constraints such as dividend pay-out be-

aviour, association with business groups, size, age, ownership

orm and credit ratings to test whether the sensitivity of in-

estment to cash flows is greater in the group of firms that are

ore likely to be constrained. Nevertheless, a standard criticism

f the studies on investment-cash flow sensitivities is that cash

ows proxy for other unobservable determinants of investment

uch as the profitability of investment. High levels of cash flows

ignal that the firm has done well and is likely to continue doing

ell. Thus, firms with more cash flows have better investment

pportunities, and it is not surprising that they tend to invest

ore. 

Another study that highlights the limitations of using bal-

nce sheet data to measure credit constraints is Farre-Mensa and

jungqvist (2016) . The authors find that firms typically classified as

https://doi.org/10.1016/j.jbankfin.2018.11.016
http://www.ScienceDirect.com
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constrained (on the basis of proxies such as having a credit rating,

paying dividends or linear combinations of observable characteris-

tics such as size, age or leverage) do not actually behave as such.

In particular, these firms have no difficulty raising debt when tax

rates increase (as an increase in tax rates raises the value of tax

shields) and they use the proceeds from equity issues to increase

payouts to shareholders, implying they have no difficulty in tap-

ping the equity markets either. 

Confronted with those issues, there is a new emerging strand of

the literature that obtains direct measures of financial constraints

by asking firms about potential problems in their access to credit

markets. Campello et al. (2010) survey 1050 Chief Financial Offi-

cers around the world to assess whether their firms were credit

constrained during the global financial crisis of 2008. They find

that constrained firms planned, on average, more severe cuts in

technology expenditures, capital expenditures, marketing expendi-

tures and employment than unconstrained firms. Nevertheless, as

acknowledged by the authors, unobserved firm heterogeneity could

confound their inferences. 

Beck et al. (2005) use a worldwide survey conducted by the

World Bank in 1999–20 0 0 to analyse the effect of financial, le-

gal and corruption obstacles on firm growth. While the authors

find a negative correlation between these obstacles and firm

growth, the lack of firm-level measures of investment opportu-

nities and the potential endogeneity of the firm-level obstacles

(firms that are not growing because of internal problems system-

atically shift blame to the legal and financial institutions and re-

port high obstacles) cast doubt on the causal interpretation of their

estimates. 

Ferrando and Mulier (2015b) analyse the effect of being a dis-

couraged borrower (i.e., firms that do not apply for a bank loan

because they fear that their application will be rejected) on firm

investment and growth. To do so they use a unique database that

matches firms’ answers to the Survey on the access to finance of

enterprises (SAFE) with their financial statements for 9 euro area

countries between 2010 and 2014. While their estimates suggest

that there is a strong negative correlation between discouragement

and firm investment and growth, a limitation of their empirical

strategy is the endogeneity of discouragement, as discouraged bor-

rowers are likely to have worse investment/growth opportunities

than the average applicant. 

This paper contributes to the literature that constructs di-

rect measures of financial constraints with survey data and as-

sesses their impact on real variables by extending the analysis of

Ferrando and Mulier (2015b) on discouraged borrowers to all types

of credit constraints. It does so with a large sample of firms from

12 European countries for the period 2014–2017. The data come

from the Survey on the Access to Finance of Enterprises (SAFE). The

survey, initiated in the middle of the Great Recession, was specif-

ically designed to analyse the problems faced by European non-

financial companies in their access to external finance, so it con-

stitutes an ideal source of information about the credit constraints

experienced by those firms. 

For the purposes of this research a survey-based indicator of

credit constraints was developed which encompasses both con-

straints on the access to bank finance (bank loans, bank overdrafts,

credit lines) and constraints on the access to other finance (trade

credit, debt and equity securities, informal loans, etc). While bank

finance is the predominant source of external funds for non-

financial companies in Europe, Casey and O’Toole (2014) find that

bank-constrained SMEs substitute trade credit, informal lending

and loans from other companies for bank credit. The measure

of credit constraints encompasses rejected applications, quantity

rationing (a firm only received a limited part of what it applied

for), price rationing (a firm refused the lender’s proposal for
xternal financing because the borrowing costs were too high) and

iscouraged borrowers. 

The main goal is to identify the causal effect of credit con-

traints on investment, inventories and employment growth. The

ey identification challenge is a potential omitted variable bias, as

rms with poor investment/growth opportunities are expected to

ave a higher probability of being credit constrained. To address

his issue, an instrumental variable was used, which comes from

he Targeted Longer-Term Refinancing Operations (TLTROs), a series

f liquidity operations implemented by the ECB between 2014

nd 2017 to support bank lending to the euro area non-financial

ector. While the TLTROs constituted a shock to the banking

ector that relaxed credit constraints, it is also clear that was not

n exogenous shock, as banks could freely choose the uptakes

n the TLTROs. However, one can exploit an allocation rule on

anks’ borrowing limits (banks were allowed to borrow up to a

ertain percentage of their pre-existing stock of eligible loans) to

erive an exogenous shock, as in Benetton and Fantino (2017) . The

redicted TLTRO uptakes constitute the exogenous component of

he TLTRO shock, as they are based on exogenous parameters that

re common across banks and on pre-determined balance sheet

haracteristics. 

The principal indication from the findings is that credit con-

traints have strong negative effects on investment in fixed assets,

hile they have no significant impact on employment or invento-

ies and other working capital. In addition, in order to provide a

ore granular insight into the real effects of credit constraints, the

mpact of credit constraints on investment is estimated for differ-

nt groups of firms. Most of the causal impact of credit constraints

n firm investment is driven by large companies and old firms. 

Finally, the substitutability between bank and non-bank financ-

ng is also explored. In particular, the analysis finds that bank-

onstrained firms are more likely to consider alternative sources of

nance (grant finance, trade credit, informal loans and market fi-

ancing), but they are not more likely to actually use them. These

esults suggest that bank-constrained firms wish to diversify their

unding sources in an attempt to replace bank financing, but fail to

o so, probably because they are also less creditworthy than un-

onstrained firms. 

The rest of the paper is organised as follows. Section 2 de-

cribes the sample and the construction of the variables used for

he empirical analysis and presents some preliminary evidence.

ection 3 explains the identification strategy and the construction

f the instrumental variable. Section 4 describes the main results.

inally, Section 5 concludes. Some descriptive statistics and addi-

ional results are displayed in the appendices. 

. Sample, construction of variables and some descriptive 

vidence 

.1. Main characteristics of the sample 

The data source for the analysis is the firm-level Survey on the

ccess to Finance of Enterprises (SAFE), which has been run jointly

y the ECB and the European Commission since 2009. The sam-

le contains only non-financial firms and excludes firms in agricul-

ure and public administration. Some of the firms are re-surveyed

n subsequent rounds while some of them are interviewed only

nce. The sample is restricted to the rounds 11–16 of SAFE (from

pril–September 2014 to October 2016–March 2017) because of the

vailability of some key variables. After applying these filters, a
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Table 1 

Variables description. 

Variable Possible values 

Country 12 European countries 

Sector Industry, construction, wholesale or retail trade, other services 

Size employment Micro, small, medium, large 

Size turnover 1( ≤€50 0,0 0 0), 2 ( €50 0,0 0 0–€1 million), 3 ( €1 million–€2 million) 

4 ( €2 million–€10 million), 5 ( €10 million–€50 million), 6 ( > €50 million) 

Age ≥10 years, ≥5 and < 10 years, ≥2 and < 5 years, < 2 years 

Legal form Subsidiary or branch, autonomous enterprise 

Ownership structure Listed, family or entrepreneurs, other enterprises, 

Venture capital enterprises, sole trader, other 

Exporter 0,1 

Constrained 0,1 

Constrained bank 0,1 

Constrained other 0,1 

Investment growth Decreased, remain unchanged, increased 

Inventories growth Decreased, remain unchanged, increased 

Employment growth Decreased, remain unchanged, increased 

Turnover growth Decreased, remain unchanged, increased 

Enterprise outlook Improved, remain unchanged, deteriorated 

Relevance grants 0,1 

Relevance trade credit 0,1 

Relevance informal loans 0,1 

Relevance market financing 0,1 

Use grants 0,1 

Use trade credit 0,1 

Use informal loans 0,1 

Use market financing 0,1 

Country TLTRO Percentage 

GDP Continuous 

Consumer confidence Continuous 

Government bond yield Continuous 
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Table 2 

Breakdown of observations by firm characteristics. 

Freq. Percent Cum. 

Sector 

Industry 5369 27.7 27.7 

Construction 2004 10.3 38.1 

Wholesale or retail trade 4859 25.1 63.1 

Other services 5423 28.0 91.1 

Missing (large firms) 1720 8.9 100.0 

Total 19,375 100 

Size employment 

Micro 6065 31.3 31.3 

Small 5966 30.8 62.1 

Medium 5624 29.0 91.1 

Large 1720 8.9 100.0 

Total 19,375 100 

age 

≥10 years 16,367 84.5 84.5 

≥5 and < 10 years 2163 11.2 95.6 

≥2 and < 5 years 670 3.5 99.1 

< 2 years 175 0.9 100.0 

Total 19,375 100 

Legal form 

Subsidiary or branch 2573 13.3 13.3 

Autonomous enterprise 16,802 86.7 100.0 

Total 19,375 100 

Ownership structure 
ample of 19,375 non-missing observations 1 is left, corresponding

o 10,774 non-financial companies from 12 European countries. 2 

Most of the information of the SAFE is qualitative, implying

hat most of the variables in the sample are categorical. Table 1

ists the names of the variables and the values they can take. A

umber of variables contain information on the general character-

stics of the firms such as country, sector, size (measured by the

umber of employees 3 or by turnover volume), age (in intervals of

ears), legal status (whether the firm is an autonomous enterprise

r a subsidiary/branch of another enterprise), ownership structure

whether the firm is owned by a single natural person, by a family,

y public shareholders, etc) and export activity. 

Table A1 of Appendix A shows the breakdown of observations

y country. It can be seen that the survey contains more observa-

ions from the larger economies in order to be sufficiently repre-

entative of these countries. Firms from France, Germany, Italy and

pain account for about 60% of the firms in the sample. Around

6% of observations belong to the “vulnerable countries”, 4 i.e., the

uro area countries at the epicentre of the sovereign debt crisis

2009–2012). 

Table 2 shows the breakdown of observations according to the

ain firm characteristics. Around 25% of the observations belong

o the industry sector, 5 10% to the construction sector, 25% to

holesale or retail trade and 30% to other services. In order to

reserve the anonymity of the survey, the sector of activity of
1 The actual number of observations used in the estimations varies according 

o the dependent variable. Descriptive statistics are presented here for the sample 

sed for the baseline regressions of investment growth, as presented in Table 5 . 
2 Austria, Belgium, Germany, Spain, Finland, France, Greece, Ireland, Italy, the 

etherlands, Portugal, Slovakia. 
3 Micro firms: 1–9 employees; small firms: 10–49 employees; medium firms: 50–

49 employees; large firms: 250 employees or more. 
4 Vulnerable countries are Portugal, Italy, Ireland, Greece, Spain, Slovenia and 

yprus. 
5 Industry includes manufacturing, mining and electricity, gas and water supply. 

Public shareholders 371 1.9 1.9 

Family or entrepreneurs 10,162 52.5 54.4 

Other entreprises 2475 12.8 67.1 

Venture capital enterprises 142 0.7 67.9 

Sole trader 5600 28.9 96.8 

Other 625 3.2 100.0 

Total 19,375 100 

Exporter 

0 8729 45.1 45.1 

1 10,646 55.0 100.0 

Total 19,375 100 
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6 See, inter alia , Beck et al. (2005), Beck et al. (2006), Artola and Genre (2011) and 

Schiantarelli (1996) for a review of numerous other studies. 
7 Beck et al. (20 05, 20 06), Artola and Genre (2011), Ferrando and Griesshaber 

(2011), Ferrando and Mulier (2015a) . 
8 Hoshi et al. (1991), Schiantarelli and Sembenelli (1996), Cho (1995), Elston and 

Albach (1995), Schaller (1993) and Chirinko and Schaller (1995) . 
large firms is missing. Micro, small and medium firms each ac-

count for about 30% of the sample, while large firms account for

9%. Most firms are more than 10 years old (85%), autonomous en-

terprises (87%) and owned by a family (53%) or are sole traders

(29%). Around half of them are exporters. 

2.2. Measures of credit constraints 

Another set of variables comprises several measures of credit

constraints in bank financing (bank loans and credit lines), trade

credit and other financing (equity and debt securities, leasing,

factoring, intercompany loans, etc). Following the existing lit-

erature (e.g. Ferrando et al., 2017 ; Ferrando and Mulier, 2015a ;

Artola and Genre, 2011 ), these variables equal one if, for each

type of financing, any of the following circumstances took place:

(a) a firm’s application to external financing was rejected; (b) a

firm only received a limited part (i.e., less than 75%) of what it

applied for (i.e., quantity rationing); (c) a firm refused the lender’s

proposal for external financing because the borrowing costs were

too high (i.e., price rationing); (d) a firm did not apply for external

financing because it feared its application would be rejected (i.e.,

discouraged borrowers). By contrast, a firm is unconstrained if

it successfully applied for external financing. Those firms that

did not apply for external financing because of sufficient internal

funds or for other reasons are excluded from the sample. 

As in Ferrando et al. (2017) and Casey and O’Toole (2014) , a sin-

gle credit constraints indicator for bank loans and credit lines ( con-

strained bank ) is constructed, assuming that a firm is constrained in

bank financing if it is constrained in at least one of the two. Hence,

the analysis rests on the implicit assumption that these funding

sources are imperfect substitutes. This seems a plausible assump-

tion, as loans are more likely to be used to fund large investments

in fixed assets and credit lines are more commonly used to finance

inventories and other working capital. In analogous fashion, a sin-

gle credit constraints indicator for trade credit and other financ-

ing ( constrained other ) is constructed, assuming that a firm is con-

strained in non-bank financing if it is constrained in at least one of

the two. Finally, a measure of overall credit constraints is built by

merging constrained bank and constrained other into a single vari-

able, constrained , which equals 1 if the firm is constrained in at

least one of the two financing sources (i.e., constrained bank = 1

and/or constrained other = 1) and 0 if the firm is constrained in nei-

ther of them (i.e., constrained bank = constrained other = 0). In order

to increase the number of non-missing observations, constrained

equals 1 if, for instance, constrained bank equals 1 and constrained

other is missing, and constrained equals 0 if constrained bank equals

0 and constrained other is missing. 

A potential concern regarding the construction of the credit

constraints measures is that constrained firms which experience

different circumstances (discouraged, price-constrained, quantity-

constrained, rejected) are aggregated into a single category. By

pooling those four categories of financing constraints the analy-

sis is implicitly assuming that these firms have similar character-

istics. To check the plausibility of this assumption, the distribution

of each type of constrained firm according to certain key charac-

teristics (sector, size, age and ownership structure) is examined in

Figs. B1 –B4 of Appendix B . These figures reveal similar distribu-

tions across those dimensions for the four types. 

A more formal test is carried out in Table B1 , which shows

the values of Cramer’s V between firm characteristics and indi-

cators of credit constraints in loans, credit lines, trade credit and

other financing (equity, debt, grant finance, informal loans, etc.)

The Cramer’s V is a measure of association between two nominal

variables, giving a value between 0 and 1. The indicators of credit

constraints are categorical variables that take the value 1 (discour-

aged borrower), 2 (rejected application), 3 (price-constrained) or 4
quantity-constrained). The values of the Cramer’s V are always be-

ow 0.2, which suggests weak associations between firm character-

stics (rows) and credit constraints indicators (columns). Hence, the

vailable evidence suggests that pooling the four types of credit

onstraints into one single indicator is warranted. 

.3. Firm characteristics and credit constraints 

The distribution of constrained firms differs across firm types,

ighlighting the role of information asymmetries and credit risk.

his is inspected in Fig. 1 , which shows the percentage of con-

trained firms across several categories. Consistent with the liter-

ture that finds a negative relationship between the probability of

xperiencing financial constraints and size, 6 43% of micro firms are

onstrained, while this figure goes down to 29%, 19% and 14% in

he case of small, medium and large firms, respectively. The same

s true when firms are categorised in terms of their turnover: the

ercentage of constrained firms decreases as size increases. In both

ases, the relationship between credit constraints and firm size is

tatistically significant, as suggested by Pearson Chi-squared tests,

nd relatively strong, as indicated by Cramer’s V values between

.24 and 0.26. By contrast, the relationship between financial con-

traints and firm age is non-monotonic and less strong (Cramer’s

 equal to 0.07). In particular, mature firms (10 or more years old)

re 9 percentage points (pp) less likely to experience constraints

han new ones (less than 2 years old), in line with previous

tudies. 7 The incidence of credit constraints is highest in the con-

truction sector (35%) and lowest in industry (27%). Also consistent

ith the literature that suggests that belonging to a business group

elaxes financial constraints, 8 the proportion of constrained firms

hat are subsidiaries or branches is significantly lower (18%) than

hat of autonomous enterprises (28%). Ownership structure also

atters, although the relationship is not very strong (Cramer’s V

qual to 0.12) as sole traders and family businesses are more likely

35% and 25%, respectively) to be constrained than publicly-listed

rms (17%). There is also a significant proportion of constrained

rms among those owned by venture capital enterprises (35%),

s venture capital tends to fund new and risky projects for which

onventional finance is often not available. Exporting firms are

ess likely to be financially constrained than non-exporting ones

23% and 30%, respectively) because the former tend to be more

ompetitive and productive ( Correa-López and Doménech, 2012 ).

inally, the proportion of credit constrained firms is higher

n “vulnerable” (31%) than in “less vulnerable” countries

21%). 

Obviously, as those firm characteristics are correlated between

ach other, it is useful to run multivariate regression models. In

articular, Table 3 shows linear probability models in which the

ependent variables are constrained, constrained bank and con-

trained other . Country-time fixed effects are included to control

or macroeconomic developments (e.g. business cycle). The results

how that firm size is a strong predictor of credit constraints,

specially when measured in terms of turnover: a very large

rm (size 6: turnover greater than € 50 million) has a 27 pp

ower probability of experiencing financial constraints than a very

mall firm (size 1: turnover less than € 0.5 million). In addition,

rms between 2 and 5 years old are more likely to experience

redit constraints than the rest. By contrast, sector of activity is
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Fig. 1. Percentage of constrained firms by company type. 

The charts show the percentage of firms for which the variable constrained equals 1. Firm size according to employment is as follows: micro (1–9 employees), small (10–49 

employees), medium (50–249 employees), large (250 employees or more). Firm size according to turnover is as follows: size 1( ≤€ 50 0,0 0 0), size 2 ( €50 0,0 0 0–€1 million), 

size 3 ( €1 million–€ 2 million), size 4 ( € 2 million–€10 million), size 5 ( €10 million–€50 million), size 6 ( > 50 million). Vulnerable countries are Portugal, Italy, Ireland, Greece, 

Spain, Slovenia and Cyprus, less vulnerable countries are the remaining countries. 

r  

s  

c  

f
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s  
arely significant, and neither is ownership structure. Finally, quite

urprisingly, exporters have a higher probability of being finan-

ially constrained when the other characteristics are controlled

or. 
s  
.4. Dependent variables 

Several variables indicate changes in the economic and financial

ituation of the firm. In particular, firms must answer whether a

et of indicators, such as investment, inventories, employment and
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Table 3 

Firm characteristics correlated with credit constraints. 

Dependent variable (1) (2) (3) 

Constrained Constrained bank Constrained other 

Small −0.010 −0.008 −0.021 

(0.016) (0.018) (0.020) 

Medium −0.052 ∗∗∗ −0.049 ∗∗ −0.072 ∗∗∗

(0.020) (0.023) (0.025) 

Large −0.051 ∗ −0.052 ∗ −0.085 ∗∗

(0.027) (0.030) (0.034) 

Size 2 −0.076 ∗∗∗ −0.082 ∗∗∗ −0.060 ∗∗∗

(0.017) (0.020) (0.023) 

Size 3 −0.106 ∗∗∗ −0.103 ∗∗∗ −0.138 ∗∗∗

(0.019) (0.022) (0.024) 

Size 4 −0.174 ∗∗∗ −0.190 ∗∗∗ −0.152 ∗∗∗

(0.020) (0.022) (0.025) 

Size 5 −0.226 ∗∗∗ −0.253 ∗∗∗ −0.202 ∗∗∗

(0.023) (0.027) (0.030) 

Size 6 −0.270 ∗∗∗ −0.313 ∗∗∗ −0.220 ∗∗∗

(0.029) (0.033) (0.036) 

≥5 and < 10 years 0.024 −0.0 0 0 0.031 

(0.015) (0.016) (0.020) 

≥2 and < 5 years 0.050 ∗∗ 0.100 ∗∗∗ −0.031 

(0.024) (0.029) (0.026) 

< 2 years 0.008 0.007 0.002 

(0.041) (0.043) (0.056) 

Construction 0.025 0.034 ∗ 0.027 

(0.017) (0.020) (0.022) 

Wholesale or retail trade −0.001 0.005 −0.010 

(0.013) (0.015) (0.016) 

Other services −0.022 ∗ −0.017 −0.018 

(0.012) (0.014) (0.015) 

Autonomous enterprise −0.018 −0.047 ∗∗∗ −0.012 

(0.015) (0.018) (0.018) 

Family business −0.008 −0.058 0.052 ∗

(0.036) (0.048) (0.030) 

Owned by other firms −0.022 −0.058 0.028 

(0.035) (0.047) (0.031) 

Venture capital enterprises 0.091 0.075 0.100 

(0.060) (0.075) (0.063) 

Sole trader 0.012 −0.031 0.071 ∗∗

(0.037) (0.049) (0.032) 

Other 0.009 −0.046 0.098 ∗∗

(0.041) (0.051) (0.043) 

Exporter 0.021 ∗∗ 0.024 ∗∗ 0.013 

(0.010) (0.010) (0.012) 

Country-Time Dummies YES YES YES 

Observations 20,512 15,638 11,656 

R -squared 0.133 0.159 0.123 

Estimator: OLS. The omitted categories are: micro firm, turnover less than € 50 0,0 0 0, 10 or more years old, industrial 

sector, subsidiary or branch, listed, non-exporter. Size is measured in terms of employment (micro, small, medium, 

large) and in terms of annual turnover (size 1–size 6) as explained in Table 1 . Cluster robust standard errors in paren- 

theses. Cluster level: firm. 
∗∗∗ p < 0.01. 
∗∗ p < 0.05. 
∗ p < 0.1. 
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turnover have decreased, remained unchanged or increased over

the last six months before the survey. 

To inspect a possible link between financial constraints and

the dependent variables of the analysis (investment, inventories

and employment), Fig. 2 shows the distribution of those variables

for constrained and unconstrained firms (considering all funding

sources), as well as the Pearson’s Chi-squared test of indepen-

dence and the Cramer’s V. The picture that emerges is quite sim-

ilar in the three variables. In each case, it can be observed that

the percentage of firms that report that the variable decreased

(blue bar) is substantially larger (between ten and seventeen per-

centage points) in the group of financially constrained firms ( con-

strained = 1), while the percentage of firms that report an increase

in the variable (grey bar) is substantially larger (between nine

and fourteen percentage points) in the group of firms without

credit constraints ( constrained = 0). In addition, according to the
hi-squared test statistics the null hypothesis of independence is

ejected in the three cases. The Cramer’s V values indicate mod-

rate associations between credit constraints and the dependent

ariables. 

It is also necessary to check whether the distributions of invest-

ent, inventories and employment differ from each other. Other-

ise, if the same firms that reported falls in investment were the

nes that reported declines in inventories and employment, the

ffective information content of the dataset would be rather lim-

ted. However, this is not the case, as the cross-tabulations of Ta-

le A3 in Appendix A show that there are a significant number of

bservations outside the main diagonal of the respective matrices.

hile Chi-squared tests reject the null hypothesis of independence

n the three cases, the values of the Cramer’s V (between 0.22

nd 0.24) indicate moderate correlations between the dependent

ariables. 



M. García-Posada Gómez / Journal of Banking and Finance 99 (2019) 121–141 127 

Fig. 2. Conditional distributions of investment growth, inventories growth and employment growth on credit constraints. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.) 
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Table 4 

Descriptive statistics. 

Variable Obs Mean Std. dev. Min Max 

Dependent variables 

Investment growth: decreased 19,375 0.16 0.37 0 1 

Investment growth: unchanged 19,375 0.49 0.50 0 1 

Investment growth: increased 19,375 0.34 0.48 0 1 

Inventories growth: decreased 19,146 0.19 0.39 0 1 

Inventories growth: unchanged 19,146 0.55 0.50 0 1 

Inventories growth: increased 19,146 0.26 0.44 0 1 

Employment growth: decreased 19,367 0.17 0.38 0 1 

Employment growth: unchanged 19,367 0.52 0.50 0 1 

Employment growth: increased 19,367 0.31 0.46 0 1 

Relevance grants 18,985 0.47 0.50 0 1 

Relevance trade credit 19,164 0.52 0.50 0 1 

Relevance informal loans 18,962 0.29 0.45 0 1 

Relevance market financing 18,886 0.20 0.40 0 1 

Use grants 8933 0.40 0.49 0 1 

Use trade credit 9213 0.67 0.47 0 1 

Use informal loans 5472 0.55 0.50 0 1 

Use market financing 3747 0.27 0.44 0 1 

Credit constraints variables 

Constrained 19,375 0.26 0.44 0 1 

Constrained bank 14,809 0.26 0.44 0 1 

Constrained other 11,005 0.24 0.43 0 1 

Instrumental variable 

Country TLTRO 19,375 1.14 1.18 0.01 5.25 

Other controls 

Turnover growth: decreased 19,375 0.24 0.43 0 1 

Turnover growth: unchanged 19,375 0.30 0.46 0 1 

Turnover growth: increased 19,375 0.46 0.50 0 1 

Enterprise outlook: improved 19,375 0.38 0.48 0 1 

Enterprise outlook: unchanged 19,375 0.42 0.49 0 1 

Enterprise outlook: deteriorated 19,375 0.21 0.41 0 1 

GDP 19,375 0.18 1.02 −7.06 8.83 

Consumer confidence 19,375 −8.54 11.79 −69.80 21.48 

Government bond yield 19,375 1.50 1.51 −0.02 10.64 
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9 For robustness, non-linear models such as probit and bivariate probit have been 

employed. See Section 4.1 . 
In some empirical analyses another set of dependent variables

will be used. In particular, a number of variables indicate whether

the firm considers a particular type of financing (e.g. trade credit)

to be relevant and whether the firm has used it in the past six

months (see Table 1 ). 

2.5. Descriptive statistics 

Table 4 shows weighted descriptive statistics, constructed with

sampling weights, for the dependent variables of the analysis, the

measures of credit constraints, the instrumental variable and the

remaining controls. As the sample is stratified by country, enter-

prise size class and economic activity, sampling weights are used

in all the statistical analyses. The weights restore the proportions

of the economic weight (in terms of number of employees) of each

size class, economic activity and country. See Appendix C for the

distribution of sampling weights across these dimensions. 

Around 30% of firms report increases in investment, invento-

ries and other working capital and employment. The use of non-

bank sources of finance is widespread. For instance, 52% of the

firms regard trade credit as a relevant source of finance and 67%

of those that find it relevant have actually used it in the past

six months. With respect to the indicators of credit constraints,

26% of firms are constrained in bank finance ( constrained bank = 1),

24% are constrained in trade credit or other financing ( constrained

other = 1) and 26% are constrained in some source of financing

( constrained = 1). The correlation between the indicator of credit

constraints in bank financing ( constrained bank ) and the indicator

of credit constraints in other financing ( constrained other ) is about

0.6. 
. Empirical methods and identification strategy 

To identify the causal impact of credit constraints on in-

estment, inventories and other working capital and em-

loyment growth, linear probability models have been

sed. 9 Let Y be a dummy variable that equals 1 if invest-

ent/inventories/employment has increased and 0 if it has

ecreased or remained unchanged. The econometric model is: 

 ict = ρ · constraine d it + X 

′ 
i β + X 

′ 
c γ + αc + αt + ε ict (1)

here i is firm, c is country, t is wave, constrained it is the indi-

ator of credit constraints, X ′ 
i 

and X ′ c are vectors of firm-level and

ountry-level controls, αc and αt are country and time fixed effects

nd ɛ ict is a regression disturbance. 

The key identification challenge is an omitted variable bias, as

ne may expect firms with poor investment/growth opportunities

o have a higher probability of being credit constrained. To tackle

his problem two approaches are followed. In a first approach,

q. (1) is estimated by Ordinary Least Squares (OLS), relying on

 comprehensive set of covariates to control for firms’ investment

pportunities. 

The preferred measure of investment opportunities is enterprise

utlook , an indicator for changes in the enterprise-specific outlook,

lso used by Ferrando and Mulier (2015b) . In particular, the firm

s asked to assess the evolution of its own outlook, with respect

o its sales and profitability or business plan, i.e., whether this

as improved, remained unchanged or deteriorated over the past

ix months. An indicator for changes in firm’s turnover is also

ncluded (i.e., whether it has increased, remained unchanged or
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4

ecreased over the past six months) as a proxy for growth oppor-

unities, as in Gomes (2001) . As far as the remaining firm-level

ontrols are concerned, size and age, together with the firm’s

ector of activity, are traditional determinants of investment

pportunities ( Petersen and Rajan, 1994 ). In addition, they are

orrelated with credit constraints, as discussed in the previous

ection. The degree of autonomy of the firm (whether the firm

s an autonomous enterprise or a subsidiary/branch of another

nterprise) is also controlled for, and the ownership structure

whether the firm is owned by a single natural person, by a fam-

ly, by public shareholders, etc) is also included in the regressions,

s those factors are likely to influence investment decisions, and a

ummy that equals 1 if the firm is an exporter is included as well.

Nevertheless, a potential caveat to the previous approach is that

ne cannot perfectly control for firms’ investment and growth op-

ortunities, implying that the error term may be correlated with

he credit constraint indicator. Hence, in a second approach, an in-

trumental variable is used in an attempt to isolate the exogenous

art of the key regressor. The proposed instrument comes from a

onetary shock in the euro area, the Targeted Longer-Term Refi-

ancing Operations (TLTROs). 

On the 5th of June 2014, the ECB decided to support bank lend-

ng to the euro area non-financial sector through a first set of Tar-

eted Longer-Term Refinancing Operations (TLTRO I). This policy

as implemented through eight auctions, one each quarter from

eptember 2014 to June 2016, and participation was open to in-

titutions that were eligible for the Eurosystem open market op-

rations. All TLTRO I matured in September 2018, although early

oluntary repayments could be made from 24 months after each

LTRO. In addition, four new Targeted Longer-Term Refinancing Op-

rations (TLTRO II) were conducted between June 2016 and March

017 at a quarterly frequency. All those operations had a four-year

aturity with the possibility of repayment after two years. Hence,

he TLTROs can be regarded as a shock to the banking sector that

nfluenced lending behaviour without also directly affecting firm

ehaviour at the same time. 

While the TLTROs constituted a shock to the banking sector that

hould have relaxed credit constraints, it is also clear that it was

ot an exogenous shock, as banks could freely choose the uptakes

n the TLTROs. Hence it is likely that banks with better lending

pportunities or higher credit demand borrowed higher amounts.

owever, there were certain borrowing limits that could be ex-

loited in order to derive an exogenous shock. In the case of TLTRO

 (announced on June 2014), banks were able to borrow an amount

quivalent to 7% of their eligible loans (basically, loans to the euro

rea non-financial private sector, excluding loans to households for

ouse purchase) outstanding on 30 April 2014. After this, addi-

ional amounts could be borrowed in further TLTROs depending

n the evolution of the banks’ eligible lending activities in excess

f bank-specific benchmarks. 10 In the case of TLTRO II (announced

n March 2016), banks were able to borrow a total amount of up

o 30% of their eligible loans outstanding on 31 January 2016. In-

entives for banks to lend to the non-financial private sector were

rovided via a reduction in the interest rate applied in the oper-

tions. 11 Crucially, notice that in both TLTROs the stock of eligible
10 The additional borrowing allowance was limited to three times the difference 

etween net lending since 30 April 2014 and the benchmark at the time it was 

laimed. See ECB press release for details: https://www.ecb.europa.eu/press/pr/date/ 

014/html/pr140703 _ 2.en.html . 
11 The interest rate applied to TLTRO II was fixed for each operation at the rate 

pplied in the main refinancing operations (MROs) prevailing at the time of allot- 

ent. In addition, counterparties whose eligible net lending in the period between 

 February 2016 and 31 January 2018 exceeded their benchmark were charged a 

ower rate for the entire term of the operation. See ECB press release for details: 

ttps://www.ecb.europa.eu/press/pr/date/2016/html/pr160310 _ 1.en.html . 
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oans was measured at a date prior to the announcement of the

olicy. 

The proposed instrument is country TLTRO , a variable that mea-

ures the predicted uptake of TLTROs by the banks of each coun-

ry, scaled by the total assets of each country’s banking sector. The

nstrument is constructed in two steps. In a first step, following

he approach of Benetton and Fantino (2017) , actual TLTRO up-

akes are regressed on the maximum borrowing limits of TLTRO

 and TLTRO II (7% and 30% of eligible loans, respectively), plus

ank fixed effects and country-time dummies. The predicted val-

es from that regression constitute the exogenous component of

he TLTRO shock, as they are based on exogenous parameters that

re common across banks and on pre-determined banks’ balance

heet characteristics. In a second step, these bank-level predicted

ptakes are aggregated at the country level and divided by the sum

f the banks’ total assets in each country. See Appendix D for de-

ails on the construction of the instrumental variable. 

An important limitation of this instrumental variable is that it

nly varies at the country-time level, which prevents the use of

ountry-time fixed effects to control for macroeconomic shocks.

ence, country TLTRO may not satisfy the independence assump-

ion ( Angrist and Pischke, 2009 ) because it may be correlated with

ggregate demand effects. An ideal dataset would contain infor-

ation at the bank-firm level. With such data one could link the

robability of a firm being financially constrained (the endogenous

ariable) with the TLTRO uptakes and borrowing limits of its main

ank (the instrumental variable), while controlling for macroeco-

omic shocks with country-time fixed effects. 

Nevertheless, to ameliorate those concerns several macroeco-

omic controls are included. In particular, the economic cycle

nd the economy-wide investment opportunities are controlled for

ith the detrended level of real GDP. In addition, other country-

evel determinants of investment demand are included such as the

uropean Commission’s consumer confidence indicator (to mea-

ure expectations) and the ten-year government bond yield (to

roxy financial conditions). Results are robust to the inclusion of

ther controls, such as the unemployment rate, aggregate invest-

ent growth and firms’ perceptions of the general macroeconomic

utlook, as reported in the SAFE. 

Reassuringly, the instrumental variable is not correlated with

asic macro controls, once country and time effects are included.

his is shown in Table D3 of Appendix D . The variable country TL-

RO is regressed on the economic cycle (proxied by GDP, the un-

mployment rate or aggregate investment growth), the consumer

onfidence indicator and the ten-year government bond yield,

ountry and time fixed effects. All coefficients are insignificant,

uggesting the instrument satisfies the independence assumption. 

Finally, cluster-robust standard errors are used to allow for po-

ential heteroscedasticity and serial correlation within groups in

he error structure. The clustering group is the country-wave inter-

ction, which is the level of variation of the instrumental variable. 

. Empirical results 

.1. Overall effects 

Table 5 presents the results of probability models estimated by

LS, probit and instrumental variable methods, in which the de-

endent variable is investment growth. All time-varying controls

re lagged one period, while the endogenous regressor constrained

nd the instrument country TLTRO are included contemporaneously.

ll specifications include country and time dummies. The first-

tage F-statistic is also reported. 

Column 1, estimated by Ordinary Least Squares (OLS), shows

 strong negative correlation between constrained and investment

rowth . However, to establish a causal relationship the use of the

https://www.ecb.europa.eu/press/pr/date/2014/html/pr140703_2.en.html
https://www.ecb.europa.eu/press/pr/date/2016/html/pr160310_1.en.html
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Table 5 

Impact of credit constraints on investment, coefficients and marginal effects. 

Dependent variable Structural equation First-stage Reduced form Structural equation Structural equation Structural equation 

(1) (2) (3) (4) (5) (6) 

Investment growth Constrained Investment growth Investment growth Investment growth Investment growth 

Constrained −0.085 ∗∗∗ −0.863 ∗∗ −0.091 ∗∗∗ −0.198 ∗∗

(0.011) (0.350) (0.011) (0.084) 

Country TLTRO −0.023 ∗∗∗ 0.020 ∗

(0.007) (0.010) 

Estimator OLS OLS OLS 2SLS Probit Bivariate probit 

Instruments Country TLTRO Country TLTRO 

Country dummies YES YES YES YES YES YES 

Time dummies YES YES YES YES YES YES 

Macro controls YES YES YES YES YES YES 

Firm controls YES YES YES YES YES YES 

Other firm controls YES YES YES YES YES YES 

F -test (First-Stage) 11.81 11.81 

Observations 19,375 19,375 19,375 19,375 19,375 19,375 

OLS is Ordinary Least Squares, 2SLS is Two-stage least squares. 

Columns 5 and 6 display average marginal effects. 

The dependent variable is a dummy that equals 1 if investment has increased and 0 if it has decreased or remained unchanged. 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗∗∗ p < 0.01. 
∗∗ p < 0.05. 
∗ p < 0.1. 
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12 In general, another reason why 2SLS may yield larger estimates than OLS is 
instrumental variable is required. The first-stage is reported in

column 2. According to the first-stage, a percentage point (pp)

increase in predicted TLTRO uptake (over total assets) in a country

decreases the likelihood of being credit constrained by around 2.3

pp, and the effect is statistically significant at a 1% level. In other

words, the TLTROs reduced significantly the incidence of credit

constraints among European firms. The instrument does not seem

to be weak, as the value of the first-stage F-statistic is above 10,

the reference value suggested by Staiger and Stock (1997) . The re-

duced form (i.e., the regression of the outcome variable on the in-

strument) is reported in column 3. According to the reduced form,

a percentage point increase in predicted TLTRO uptake (over total

assets) raises the probability that investment will increase by 2 pp.

The Two-Stage Least Squares (2SLS) estimates resulting from

the estimation of the first-stage and the reduced form are dis-

played in column 4. According to these estimates, the presence of

credit constraints reduces the probability of increasing investment

by 86 pp, and the effect is statistically significant at a 5% level.

This is a very strong effect, as it means that the presence of credit

constraints reduces to almost zero the probability of increasing

investment. 

The 2SLS estimates are noticeably larger than the OLS esti-

mates, suggesting that the latter underestimate the causal effect

of credit constraints on investment growth. Notice that, following

Imbens and Angrist (1994) , the 2SLS estimate can be interpreted

as the Local Average Treatment Effect (LATE). The LATE is the

average treatment effect on the subpopulation of compliers; these

being the individuals whose treatment status changes when the

value of the instrumental variable changes as well. 2SLS is un-

informative for always-takers (the ones that always receive the

treatment, irrespective of the value of the IV) and never-takers (the

ones that never receive the treatment) because the instrument is

unrelated to their treatment status ( Angrist et al., 1996 ). In the

present empirical application, compliers are the firms that be-

come financially constrained (unconstrained) when the country’s

TLTRO uptake decreases (increases), always-takers are the firms

that are always financially constrained, regardless of the level of

TLTRO, and never-takers are the firms that are never financially
 m
onstrained. The estimates suggest a very strong causal effect on

he subpopulation of complier firms, which is expected to differ

rom the average causal effect for the entire population (the aver-

ge treatment effect). In other words, the effect is heterogeneous,

nd 2SLS captures the average effect for the subpopulation of firms

hat are especially affected by the presence of credit constraints. 12 

Given the potential heterogeneity of the causal effects (which

ill be explored in detail in Section 4.3 ), the previous estima-

ion by OL S/2SL S may be too restrictive, as a linear probabil-

ty model assumes constant marginal effects across observations.

o relax this assumption, a probit model and a bivariate probit

 Heckman, 1978 ) are also estimated. In a bivariate probit both the

rst stage and the second stage are modelled as probit models

nd are estimated jointly by maximum likelihood. The motiva-

ion for using this non-linear estimator is that, by changing the

unctional form, one may capture better the heterogeneity of the

ausal effects. The price to pay is stronger parametric assumptions:

ne must assume homoskedastic bivariate normal errors. Average

arginal effects of probit and bivariate probit are presented in

olumns 5 and 6, respectively. The marginal effect of the probit

odel (column 5) is very similar to the OLS coefficient (column 1).

owever, the average marginal effect of the bivariate probit (col-

mn 6) is significantly smaller than the 2SLS coefficient (column

). In particular, according to column 6, the presence of credit con-

traints reduces by 20 pp the probability of increasing investment,

nd the effect is statistically significant at a 5% level. Therefore, the

verage treatment effect may be substantially lower than the LATE.

The impact of credit constraints on inventory growth is dis-

layed in Table 6 . The results are mixed. The OLS coefficient (col-

mn 1) and the probit marginal effect (column 5) are significant at

 1% level, suggesting a strong negative correlation between credit

onstraints and inventory growth. However, the 2SLS coefficient

column 4) reveals a surprising positive association. By contrast,

he average marginal effect of credit constraints is negative and

tatistically significant when using a bivariate probit (column 6).
easurement error in the endogenous variable. 
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Table 6 

Impact of credit constraints on inventories, coefficients and marginal effects. 

Dependent variable Structural equation First-stage Reduced form Structural equation Structural equation Structural equation 

(1) (2) (3) (4) (5) (6) 

Inventories growth Constrained Inventories growth Inventories growth Inventories growth Inventories growth 

Constrained −0.029 ∗∗∗ 0.488 ∗∗∗ −0.032 ∗∗∗ −0.205 ∗∗∗

(0.007) (0.174) (0.008) (0.040) 

Country TLTRO −0.022 ∗∗∗ −0.011 ∗∗

(0.007) (0.004) 

Estimator OLS OLS OLS 2SLS Probit Bivariate probit 

Instruments Country TLTRO Country TLTRO 

Country dummies YES YES YES YES YES YES 

Time dummies YES YES YES YES YES YES 

Macro controls YES YES YES YES YES YES 

Firm controls YES YES YES YES YES YES 

Other firm controls YES YES YES YES YES YES 

F -test (First-Stage) 10.780 10.780 

Observations 19,499 19,499 19,499 19,499 19,499 19,499 

OLS is Ordinary Least Squares, 2SLS is Two-stage least squares. 

Columns 5 and 6 display average marginal effects. 

The dependent variable is a dummy that equals 1 if inventories and other working capital have increased and 0 if they have decreased or remained unchanged. 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗p < 0.1. 

∗∗∗ p < 0.01. 
∗∗ p < 0.05. 

Table 7 

Impact of credit constraints on employment, coefficients and marginal effects. 

Dependent variable Structural equation First-stage Reduced form Structural equation Structural equation Structural equation 

(1) (2) (3) (4) (5) (6) 

Employment growth Constrained Employment growth Employment growth Employment growth Employment growth 

Constrained −0.052 ∗∗∗ −0.118 −0.059 ∗∗∗ −0.039 

(0.010) (0.224) (0.011) (0.096) 

Country TLTRO −0.023 ∗∗∗ 0.003 

(0.007) (0.005) 

Estimator OLS OLS OLS 2SLS Probit Bivariate probit 

Instruments Country TLTRO Country TLTRO 

Country dummies YES YES YES YES YES YES 

Time dummies YES YES YES YES YES YES 

Macro controls YES YES YES YES YES YES 

Firm controls YES YES YES YES YES YES 

Other firm controls YES YES YES YES YES YES 

F -test (First-stage) 12.16 12.16 

Observations 19,778 19,778 19,778 19,778 19,778 19,778 

OLS is Ordinary Least Squares, 2SLS is Two-stage least squares. 

Columns 5 and 6 display average marginal effects. 

The dependent variable is a dummy that equals 1 if employment has increased and 0 if it has decreased or remained unchanged. 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗p < 0.1. 
∗∗p < 0.05. 

∗∗∗ p < 0.01. 
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c  
herefore, it can be concluded that the impact of credit constraints

n the probability of an increase in inventories is not robust, as its

ign and significance depend on the estimation method. 

The impact of credit constraints on employment growth is pre-

ented in Table 7 . The results are also mixed. The OLS coefficient

column 1) and the probit marginal effect (column 5) are nega-

ive and statistically significant, suggesting a negative correlation

etween being constrained and the probability of increasing em-

loyment. However, the estimation of the structural equation by

SLS (column 4) and by a bivariate probit (column 6) reveals no
ffect. g
Therefore, the results of this section suggest a strong causal im-

act of overall credit constraints on firm investment, while the ef-

ects on employment growth and inventories are less robust. These

ndings suggest that investment is particularly sensitive to the

vailability of external finance. 

Nevertheless, a limitation of the empirical exercise is the fact

hat the main dependent variables (investment, inventories growth,

mployment growth) are categorical. The results only indicate that

 constrained firm has an X pp lower (higher) probability of in-

reasing (decreasing) investment but do not permit statements re-

arding the magnitude of the increase/drop in investment. 
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4.2. Checking the exclusion restriction 

A standard concern in any IV estimation is the potential viola-

tion of the exclusion restriction, which asserts a single causal chan-

nel through which the instrument affects outcomes. In this partic-

ular setting, the exclusion restriction amounts to stating that the

only channel through which (predicted) TLTRO uptakes may affect

firm investment and growth is via their influence on the likelihood

of experiencing credit constraints. An alternative channel through

which the TLTROs may affect a firm’s investment is via their im-

pact on the firm’s expectations about the economy. In particular,

unconventional monetary policy such as the TLTROs may improve

the macroeconomic outlook by supporting aggregate demand and

inflation, which in turn may induce firms to invest more in capital

goods and other fixed assets. 

While the exclusion restriction cannot be tested directly, evi-

dence can be brought to bear on the question by estimating the

first stage and reduced form specifications in different subsamples,

as in Angrist et al. (2010) . It can be shown (see Appendix E ) that

the reduced-form effect ( ρ) is the product of the first stage effect

( ϕ) and the local average treatment effect LATE ( λ): 

ρ = ϕλ (2)

From (2) one concludes that, in samples where the first stage ϕ
is zero, the reduced form ρ must be zero as well. On the other

hand, a statistically significant reduced-form estimate, with no evi-

dence of a corresponding first stage, signals violations of the exclu-

sion restriction, because it suggests some channel other than the

endogenous variable (in this case, credit constraints). 

Table 8 presents first-stage estimates (upper table) and reduced

form estimates (lower table) for different subsamples of firms ac-

cording to their size (columns 1–3), their age (columns 4–6), their

sector (columns 7–10) and their country, differentiating between

vulnerable and less vulnerable countries (columns 11 and 12). Ac-

cording to the upper table (column 1), there is no first-stage in mi-

cro firms. This suggests few compliers in this group of firms: many

micro firms are likely to be constrained no matter the amount of

TLTROs in a country (i.e., they are always-takers). Exclusion implies

that this sub-sample should generate zero reduced-form estimates,

since the hypothesized causal channel is absent. Indeed, this is the

case, as the lower table shows: the coefficient on country TLTRO

is insignificant in column 1. The same is true in the case of firms

less than 5 years old (column 6), firms from the trade sector (col-

umn 9) and firms located in vulnerable and less vulnerable coun-

tries (columns 11 and 12): neither the first stage (upper table) nor

the reduced-form (lower table) estimates are statistically different

from zero (or are only marginally significant, and with the reverse

sign, in column 6). Hence, the available evidence suggests that the

exclusion restriction is not violated in this empirical setting. 

Another important insight that comes from the observation of

Table 8 is the first-stage estimates (upper part of the table), which

show the effect of unconventional monetary policy (TLTROs) on the

probability of facing credit constraints. Regarding large firms (col-

umn 3), a 1 pp increase in country TLTRO reduces by 5.2 pp the

probability that large firms will experience financial constraints.

By contrast, the effect is much smaller in the case of SMEs (1.4

pp) and it is insignificant in the case of micro firms. Regarding

the breakdown by age (columns 4–6), the effect of country TLTRO

on the probability of credit constraints is only significant in the

case of old firms (10 years old or more; it is marginally signifi-

cant, but with reverse sign, in the case of firms between 5 and

9 years). Therefore, it seems that unconventional monetary policy

may reduce the incidence of credit constraints, but mainly in the

case of large companies and old firms. This is a particularly impor-

tant finding, because those firms face a lower probability of being
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nancially constrained in the first place (see Fig. 1 and discussion

n Section 2.3 ). 

.3. Heterogeneous effects 

In order to provide a more granular insight into the real effects

f credit constraints, the impact of credit constraints on investment

as been estimated by using the previous model (1) for different

alues of some firm characteristics. Beck et al. (2006) find that firm

ge, size and ownership are important determinants of firm financ-

ng constraints. Therefore the previous regressions are run for dif-

erent firm groups based on these key characteristics. 

Table 9 shows OLS (upper part) and 2SLS (lower part) esti-

ates. According to the OLS estimates, the correlation between

redit constraints and investment is negative and strong for all size

lasses (columns 1–3) and most age classes (columns 4–6). Across

wnerships structures (columns 7–11), the correlations are nega-

ive and strong in the case of family businesses, subsidiaries and

ole traders, while the other ownership categories (listed compa-

ies, other) are largely unaffected, which is consistent with asym-

etric information problems. 

The reading of the lower part of Table 9 (2SLS estimates) must

e done with caution, as previous analyses showed that there are

ome subsamples for which the first-stage is zero or very small

see Table 8 ). For those samples, the causal chain initiated with

he IV does not occur in the first place, implying that a causal re-

ationship cannot be established between the endogenous regres-

or and the dependent variable. This is likely to be the case in the

ubsample of micro firms (column 1), in which the first-stage F-

tatistic is almost zero and the first-stage coefficient is not statis-

ically different from zero (see Table 8 ). Something similar occurs

n the subsample of SMEs (column 2), in which the F -test is very

ow (about 4), implying that the 2SLS coefficient may be severely

iased. By contrast, the results reveal a strong effect for the sam-

le of large firms: credit constraints reduce the probability of in-

reasing investment by about 76 pp (column 3, with an associ-

ted F -test equal to 17). Similar results are found in the case of

ge (columns 4–6). The estimated impact on old firms (10 years

r more) is large and quite precise: the presence of credit con-

traints reduces by 91 pp the probability of increasing investment

 F -test equal to 25). By contrast, there is no impact in the case of

elatively young firms, but the weak first-stages (as suggested by F -

ests between 1 and 3) suggest no particular insight is gained from

hese IV estimates. Finally, regarding different ownership structures

columns 7–11), there is no clear effect in any category, with the

xception of family businesses, in which the coefficient of interest

s marginally significant. The upshot of the analysis is that most of

he causal impact of credit constraints on firm investment is driven

y large companies and old firms. As regards the effect on micro

rms, SMEs and young businesses, only a negative correlation can

e found. 

.4. Substitutability between bank and non-bank financing 

The evidence discussed so far suggests that overall credit con-

traints have a strong and negative effect on investment, while

heir impact on inventories and employment is less clear. However,

he previous analysis rests on the implicit assumption that bank fi-

ancing and other non-bank financing are imperfect substitutes, as

 firm is considered to be financially constrained if it is constrained

n at least one of the two. 

In this section a more formal and granular analysis of the topic

s provided. To do so another question of the SAFE, which asks

rms about their relevant sources of financing, is employed. A

unding source is considered to be relevant if the firm has used

t in the past or considers using it in the future. In addition, for
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Table 10 

Relevance and use of non-bank financing: grant finance and trade credit. 

Dependent variable Relevance and use of non-bank financing: grant finance and trade credit 

(1) (2) (3) (4) (5) (6) 

Relevance grant finance Use grant finance Use grant finance Relevance trade credit Use trade credit Use trade credit 

Constrained bank 0.054 ∗∗∗ −0.229 ∗∗∗ 0.285 0.097 ∗∗∗ −0.051 ∗∗∗ −0.030 

(0.011) (0.018) (0.383) (0.012) (0.016) (0.334) 

Estimator OLS OLS 2SLS OLS OLS 2SLS 

Country dummies YES YES YES YES YES YES 

Time dummies YES YES YES YES YES YES 

Macro controls YES YES YES YES YES YES 

Firm controls YES YES YES YES YES YES 

Other firm controls YES YES YES YES YES YES 

F -test (First-stage) 25.45 21.19 

Observations 15,065 7683 7553 15,200 6759 6669 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗p < 0.1. 
∗∗p < 0.05. 

∗∗∗ p < 0.01. 

Table 11 

Relevance and use of non-bank financing: informal loans and market financing. 

Dependent variable (1) (2) (3) (4) (5) (6) 

Relevance informal loans Use informal loans Use informal loans Relevance market financing Use market financing Use market financing 

Constrained bank 0.142 ∗∗∗ 0.047 −0.090 0.064 ∗∗∗ 0.018 −0.918 ∗

(0.011) (0.031) (0.305) (0.012) (0.031) (0.491) 

Estimator OLS OLS 2SLS OLS OLS 2SLS 

Country dummies YES YES YES YES YES YES 

Time dummies YES YES YES YES YES YES 

Macro controls YES YES YES YES YES YES 

Firm controls YES YES YES YES YES YES 

Other firm controls YES YES YES YES YES YES 

F -test (First-stage) 14.88 10.58 

Observations 15,029 4057 3974 14,979 2976 2881 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗∗p < 0.05. 

∗ p < 0.1. 
∗∗∗ p < 0.01. 
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each funding source the firm selects as being relevant, the firm is

required to answer whether it has used it the past six months or

not. 

The survey distinguishes the following sources of funds: re-

tained earnings or sales of assets; grants or subsidised bank

loans; credit lines, bank overdrafts or credit cards overdraft; bank

loans; trade credit; informal loans (from family and friends, a

related enterprise or shareholders); debt securities; equity capital;

leasing or hire-purchase; factoring; other sources of financing

(e.g. subordinated debt, crowdfunding). Following Casey and

O’Toole (2014) , this investigation is limited to four groups: a) grant

finance, b) trade credit, c) informal loans, d) market financing

(debt or equity). As the interest lies in how firms substitute

non-bank financing for bank financing, the analysis does not focus

on leasing and factoring, as these facilities are often provided by

traditional banks. For each of these funding sources, two variables

are constructed, a dummy that equals 1 if the firm regards it as

relevant (e.g. relevance of trade credit) and another dummy that

equals 1 if the firm has used it in the past six months (e.g. use

of trade credit). Then linear probability models are estimated in
hich these variables are regressed on the indicator of bank credit

onstraints ( constrained bank ) and the same set of firm-level and

acro controls as before. 

Table 10 displays the results for grant finance and trade credit,

hile Table 11 focuses on informal loans and market financing.

olumn 1 of Table 10 reveals a strong and positive correlation

etween bank credit constraints and the probability of regarding

rant finance as a relevant funding source. Therefore, it seems that

rms, facing difficulties in their access to bank funds, explore other

ptions, as found by Casey and O’Toole (2014) . By contrast, col-

mn (2) shows a strong and negative correlation between the ac-

ual use of grant finance and bank credit constraints. The negative

ign could indicate an endogeneity problem: weak firms are more

ikely to be bank constrained and they are less likely to obtain pub-

ic financial support. As one cannot perfectly control for balance

heet strength, the identification of the causal effect relies on an

V strategy to avoid an omitted variable bias. To do so, constrained

ank is instrumented with country TLTRO . Column 3 displays the

V estimation: the coefficient on constrained bank is not statisti-

ally different from zero. This indicates that bank-constrained firms
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Table 12 

Relation between constraints in bank and non-bank financing. 

Dependent variable Structural equation First-stage Reduced form Structural equation 

(1) (2) (3) (4) 

Constrained other Constrained bank Constrained other Constrained other 

Constrained bank 0.533 ∗∗∗ 0.670 ∗∗∗

(0.015) (0.155) 

Country TLTRO −0.048 ∗∗∗ −0.032 ∗∗∗

(0.013) (0.011) 

Estimator OLS OLS OLS 2SLS 

Country dummies YES YES YES YES 

Time dummies YES YES YES YES 

Macro controls YES YES YES YES 

Firm controls YES YES YES YES 

Other firm controls YES YES YES YES 

F -test (First-stage) 15.018 15.018 

Observations 6573 6573 6573 6573 

The instrumental variable is country TLTRO. 

Macro controls are detrended real GDP, consumer confidence indicator and the 10 year government bond yield. 

Firm controls are dummies for sector, size (in terms of employment and turnover), age, legal form, ownership 

structure and exporter. 

Other firm controls are dummies for increase/decrease in turnover and dummies for improvement/deterioration 

of enterprise-specific outlook. 

Cluster-robust standard errors in parentheses. Cluster level: country-wave-sector. 

F -test (first-stage) is the Kleibergen-Paap Wald rk F statistic. 
∗p < 0.1. 
∗∗ p < 0.05. 

∗∗∗ p < 0.01. 
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a  
o not use grants or subsidised bank loans (for instance, support

rom public sources in the form of guarantees or reduced interest

ate loans) more than their unconstrained counterparts, suggesting

hat no substitution takes place. A similar finding is displayed in

olumns 4–6 for the case of trade credit. A bank-constrained firm

s 9.7 pp more likely to consider trade credit as a relevant fund-

ng source (column 4). However, the correlation between actual

se and the presence of credit constraints is negative (column 5):

usiness partners are less willing to provide trade credit to weaker

rms. Finally, there is no causal impact of bank credit constraints

n trade credit use (column 6). 

Similar results are displayed in Table 11 for the case of in-

ormal loans and market financing. Columns 1 and 4 show that

ank-constrained firms are more likely to consider those alterna-

ive sources of funding as being relevant. However, columns 3 and

 reveal no positive impact on credit constraints on the probability

f actual use. 

The main conclusion of the previous analysis is that constrained

rms wish to diversify their funding sources in attempt to replace

ank financing, but fail to do so, probably because they are also

ess creditworthy than unconstrained firms. In fact, most bank-

onstrained firms are also constrained in non-bank financing (71%).

o inspect this issue in more detail, Table 12 shows OLS and IV

egressions in which constrained other is a function of constrained

ank and with the same set of control variables as before. Column

1) , estimated by OLS, shows a strong and very significant correla-

ion between the two variables. The impact is even stronger when

onstrained bank is instrumented with country TLTRO (column 4).

ccording to these estimates, being constrained in bank financing

ncreases the probability of being constrained in other financing by

7 pp. This leaves little room for the substitutability between these

wo funding sources. 

. Conclusions 

In frictionless perfect capital markets, the Modigliani–

iller theorem (1958) implies that a firm’s financing decisions are

ndependent from its investment decisions because internal and

xternal funds are perfect substitutes. In practice, however, several

actors lead to an imperfect substitutability between internal and
xternal funds, so that financial constraints may have important

ffects on real variables such as investment, inventories and

mployment growth. 

Existing research that has attempted to test this prediction has

enerally used indirect evidence based on balance sheet data and

roxies for credit constraints. This paper is among the first that

ses direct evidence on firms’ access to formal and informal finance

rom the Survey on the Access to Finance of Enterprises (SAFE), a

urvey that is specially designed to analyse the problems in the

ccess to external finance faced by European firms. In particular,

 large sample of firms from 12 European countries for the period

014–2017 was used. An indicator of credit constraints that encom-

asses both constraints in the access to bank finance (bank loans,

ank overdrafts, credit lines) and constraints in the access to other

nance (trade credit, debt and equity securities, grant finance, in-

ormal loans, etc) was developed. 

The main goal is to identify the causal effect of credit con-

traints on investment, inventories and other working capital and

mployment growth. The key identification challenge is a poten-

ial omitted variable bias, as firms with poor investment/growth

pportunities are expected to have a higher probability of being

redit constrained. To address this problem, the analysis uses an

nstrumental variable based on banks’ uptakes and borrowing al-

owances in the ECB’s Targeted Longer-Term Refinancing Opera-

ions (TLTROs). 

The findings indicate that credit constraints have strong neg-

tive effects on investment in fixed assets, while they have no

obust impact on employment growth and inventories and other

orking capital. In addition, the impact of credit constraints on

nvestment has been estimated for different groups of firms. The

pshot of the analysis is that most of the causal impact of credit

onstraints on firm investment is driven by large companies and

ld firms. As regards the effect on micro firms, SMEs and young

usinesses, only a negative correlation could be confirmed as IV es-

imates for those firms are not informative due a weak first-stage.

n other words, while unconventional monetary policy may spur

nvestment by reducing the incidence of credit constraints, this ef-

ect may be limited to the case of large companies and old firms. 

The substitutability between bank and non-bank financing was

lso explored. In particular, bank-constrained firms were found
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to be more likely to consider alternative sources of finance.

However, they were not more likely to actually use them. These

results suggest that bank-constrained firms wish to diversify their

funding sources in attempt to replace bank financing, but fail to

do so, probably because they are also less creditworthy than un-

constrained firms. 

Finally, note that the results are conservative measures of the

total impact of credit constraints in the real economy, as the cur-
Table A1 

Breakdown of observations by country. 

Country Freq. 

AT 960 

BE 983 

DE 1785 

ES 3245 

FI 819 

FR 3134 

GR 1409 

IE 1006 

IT 3410 

NL 932 

PT 1067 

SK 625 

Total 19,375 

Table A2 

Cross-tabulations of dependent variables. 

Panel A: investment and inventories 

Inventories 

Investment Decreased 

Decreased 1513 

Remained unchanged 1715 

Increased 805 

Total 4033 

Pearson chi2(4) = 2.2e + 03 Pr = 0.0 0 0 

Cramér’s V = 0.2390 

Panel B: investment and employment 

Employment 

Investment Decreased 

Decreased 1102 

Remained unchanged 1560 

Increased 549 

Total 3211 

Pearson chi2(4) = 1.9e + 03 Pr = 0.0 0 0 

Cramér’s V = 0.2224 

Panel C: inventories and employment 

Employment 

Inventories Decreased 

Decreased 1312 

Remained unchanged 1431 

Increased 426 

Total 3169 

Pearson chi2(4) = 1.9e + 03 Pr = 0.0 0 0 

Cramér’s V = 0.2230 
ent analysis ignores the extensive margin, i.e., those businesses

hat shut down because of a lack of credit and those firms that

o not enter the market because they do not obtain financing to

ndertake their investment projects. 

ppendix A. Additional summary statistics 

Tables A1 and A2 . 
Percent Cum. 

4.95 4.95 

5.07 10.03 

9.21 19.24 

16.75 35.99 

4.23 40.22 

16.18 56.39 

7.27 63.66 

5.19 68.86 

17.6 86.46 

4.81 91.27 

5.51 96.77 

3.23 100 

100 

Remained unchanged Increased Total 

1,121 504 3138 

6154 2026 9895 

3073 2235 6113 

10,348 4765 19,146 

Remained unchanged Increased Total 

1598 467 3167 

6111 2330 10,001 

2862 2788 6199 

10,571 5585 19,367 

Remained unchanged Increased Total 

2104 614 4030 

6279 2634 10,344 

2068 2270 4764 

10,451 5518 19,138 



M. García-Posada Gómez / Journal of Banking and Finance 99 (2019) 121–141 137 

A

F

T

c

e

fi

i

ppendix B. Analysis of the components of credit constraints 

Figs. B1–B4 and Table B1 . 
ig. B1. Sectoral distribution of constrained firms. 

his figure examines the sectoral distribution of constrained firms. There are four ty

onstrained. A discouraged borrower did not apply because it feared its application w

xternal financing because the borrowing costs were too high. A quantity-constrained b

rm is classified as constrained if it is constrained in any of the following four funding s

nformal loans, etc). 

Table B1 

Relationship between types of credit constraints and 

Loans Credit line

Sector 0.08 0.06 

Size 0.11 0.08 

Age 0.03 0.03 

Ownership structure 0.05 0.05 

Legal form 0.02 0.03 

Exporter 0.09 0.06 

The table shows Cramer’s V values to measure the st

teristics (rows) and indicators of credit constraints (co

and other financing (equity, debt, grants, informal lo

are categorical variables that take the value 1 (disc

(price-constrained) or 4 (quantity-constrained). A di

feared its application would be rejected. A price cons

for external financing because the borrowing costs w

only received a limited part (i.e., less than 75%) of w

of number of employees as follows: micro (1–9), sm

more). 
pes of constrained firms: discouraged, rejected, price-constrained and quantity- 

ould be rejected. A price constrained borrower refused the lender’s proposal for 

orrower only received a limited part (i.e., less than 75%) of what it applied for. A 

ources: bank loans; credit lines; trade credit; other financing (equity, debt, grants, 

firm characteristics according to Cramer’s V. 

s Trade credit Other financing 

0.08 0.08 

0.16 0.09 

0.04 0.03 

0.10 0.08 

0.12 0.07 

0.15 0.04 

rength of the association between firm charac- 

lumns) in bank loans, credit lines, trade credit 

ans, etc). The indicators of credit constraints 

ouraged borrower), 2 (rejected application), 3 

scouraged borrower did not apply because it 

trained borrower refused the lender’s proposal 

ere too high. A quantity-constrained borrower 

hat it applied for. Size is measured in terms 

all (10–49), medium (50–249), large (250 or 
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Fig. B2. Size distribution of constrained firms. 

This figure examines the size distribution of constrained firms. There are four types of constrained firms: discouraged, rejected, price-constrained and quantity-constrained. 

A discouraged borrower did not apply because it feared its application would be rejected. A price constrained borrower refused the lender’s proposal for external financing 

because the borrowing costs were too high. A quantity-constrained borrower only received a limited part (i.e., less than 75%) of what it applied for. A firm is classified as 

constrained if it is constrained in any of the following four funding sources: bank loans; credit lines; trade credit; other financing (equity, debt, grants, informal loans, etc). 

Size is measured in terms of number of employees as follows: micro (1–9), small (10–49), medium (50–249), large (250 or more). 

Fig. B3. Age distribution of constrained firms. 

This figure examines the distribution of constrained firms according to their age. There are four types of constrained firms: discouraged, rejected, price-constrained and 

quantity-constrained. A discouraged borrower did not apply because it feared its application would be rejected. A price constrained borrower refused the lender’s proposal 

for external financing because the borrowing costs were too high. A quantity-constrained borrower only received a limited part (i.e., less than 75%) of what it applied for. A 

firm is classified as constrained if it is constrained in any of the following four funding sources: bank loans; credit lines; trade credit; other financing (equity, debt, grants, 

informal loans, etc). 
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Fig. B4. Distribution of constrained firms according to their ownership structure. 

This figure examines the distribution of constrained firms according to their ownership structure. There are four types of constrained firms: discouraged, rejected, price- 

constrained and quantity-constrained. A discouraged borrower did not apply because it feared its application would be rejected. A price constrained borrower refused the 

lender’s proposal for external financing because the borrowing costs were too high. A quantity-constrained borrower only received a limited part (i.e., less than 75%) of what 

it applied for. A firm is classified as constrained if it is constrained in any of the following four funding sources: bank loans; credit lines; trade credit; other financing (equity, 

debt, grants, informal loans, etc). 

A Table C3 

Average sampling weights by sector of activity. 

Sector Mean (sampling weight) 

Industry 0.57 

Construction 0.76 

Wholesale & retail trade 0.72 

Other services 0.96 

Large firms 3.65 

A
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13 Eligible loans are loans to the non-financial private sector excluding loans to 

households for house purchase. 
14 The TLTROs I took place between September 2014 and June 2016. The TLTROs II 

were conducted between June 2016 and March 2017. 
ppendix C. distribution of sampling weights 

Tables C1–C3 . 

Table C1 

Average sampling weights by country. 

Country Mean (sampling weight) 

AT 0.57 

BE 0.51 

DE 2.35 

ES 1.00 

FI 0.38 

FR 1.26 

GR 0.46 

IE 0.27 

IT 1.27 

NL 0.78 

PT 0.60 

SK 0.35 

Table C2 

Average sampling weights by firm size. 

Size Mean (sampling weight) 

Micro 0.84 

Small 0.73 

Medium 0.69 

Large 3.65 
ppendix D. Instrumental variable 

To construct the instrumental variable country TLTRO the follow-

ng regression with bank fixed effects ( αi ) and country-time dum-

ies ( d ct ) has been estimated: 

og (T LT R O bt + 1) = αi + d ct + β · log (LI MI T bt + 1) + ε bt (3)

here TLTRO bt is the stock of TLTRO funding of bank b in quarter t

nd LIMIT bt is the maximum borrowing limit for each bank, which

s 7% of the eligible loans 13 in April 2014 for the period 2014Q3-

016Q2 (TLTRO I) and 30% of the eligible loans in January 2016 for

he period 2016Q2-2017Q1 (TLTRO II). 14 

The data come from the European Central Bank’s IBSI (Individ-

al Balance Sheet Items). IBSI contains balance-sheet information

f the 300 euro area largest banks, which is individually transmit-

ed on a monthly basis from the national central banks to the ECB

ince July 2007. The sample accounts for about 70% of the euro

rea banking sector. 
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Table D1 

TLTRO uptakes and borrowing limits. 

(1) (2) 

Variables log(tltro + 1) log(tltro + 1) 

Log(limit + 1) 0.571 ∗∗∗ 0.580 ∗∗∗

(0.058) (0.124) 

Size (t −1) 0.040 

(0.209) 

Capital ratio (t −1) 0.002 

(0.011) 

Liquidity ratio (t −1) 0.009 ∗∗

(0.004) 

Loan ratio (t −1) −0.0 0 0 

(0.011) 

Deposit ratio (t −1) −0.015 

(0.010) 

Market share (t −1) −0.111 ∗

(0.063) 

Bank fixed effects YES YES 

Country-time fixed effects YES YES 

Observations 3912 3248 

Period 2014Q3-2017Q1 2014Q3-2017Q1 

Number of banks 326 292 

R -squared 0.851 0.894 

Estimator: OLS. The dependent variable is the natural log of the stock 

of TLTRO funding plus 1. 

Cluster-robust standard errors in parentheses. Cluster level: bank. 
∗∗∗ p < 0.01. 
∗∗ p < 0.05. 
∗ p < 0.1. 

Table D2 

Definition of the bank-level variables. 

Variable Definition 

TLTRO Stock of TLTRO funding (TLTRO-I and TLTRO-II). 

LIMIT Maximum borrowing limit in the TLTRO operations. 

Size Logarithm of the bank’s total assets. 

Capital ratio Capital and reserves over total assets (%) 

Liquidity ratio Cash + government securities + Eurosystem deposits over total 

assets (%) 

Loan ratio Loans to non-financial corporations and households over total 

assets (%) 

Deposit ratio Deposits by households and non-financial corporations over 

total assets (%). 

Market share Ratio between a bank’s total assets and the total assets of the 

country’s banking sector (%). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table D3 

Macro factors correlated with the instrumental variable. 

(1) (2) (3) 

Dependent variable Country TLTRO Country TLTRO Country TLTRO 

gdp 0.008 

(0.060) 

Consumer confidence 0.025 0.026 0.025 

(0.022) (0.022) (0.022) 

Government bond yield 0.308 0.309 0.307 

(0.306) (0.302) (0.300) 

Unemployment rate 0.224 

(0.350) 

Investment growth 0.239 

(0.388) 

Country dummies YES YES YES 

Time dummies YES YES YES 

Observations 72 72 72 

R -squared 0.787 0.787 0.787 

Estimator: OLS. Cluster-robust standard errors in parentheses. 
∗∗∗p < 0.01, ∗∗p < 0.05, ∗p < 0.1. 
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15 The following argument can easily be generalised to the case of K control vari- 

ables. See for instance Angrist and Pischke (2015) . 
16 Indirect Least Squares and Two-Stage Least Squares are equivalent in the case 

of just-identified models. 
Eq. (3) is estimated for a sample of 326 euro area banks for the

period between 2014Q3 and 2017Q1. The results, presented in col-

umn 1 of Table D1 , reveal a strong correlation between the two

variables: a 1% increase in the borrowing limit leads to a 0.6% in-

crease in the stock of TLTRO. 

Then the exponential function of the fitted values is taken (mi-

nus 1) to obtain the predicted participation at the bank level
̂ T LT RO bt . The variable country TLTRO is computed by adding up
̂ T LT RO bt for the banks in each country and dividing it by the sum

of their total assets. Therefore, it is a weighted average of banks’

predicted TLTRO uptakes over total assets ( ta bt ), where the weights

are based on banks’ total assets relative to the total assets of the

country’s banking sector: 

countryT LT R O ct = 

∑ 

̂ T LT RO bt ∑ 

t a bt 

= 

∑ 

̂ T LT RO bt 

t a bt 

· t a bt ∑ 

t a bt 

(4)

Nevertheless, one may argue that the coefficient on LIMIT bt is

biased due to an endogeneity problem. In particular, as the variable

is a multiple of the value of a specific set of pre-existing loans on

the banks’ books, the importance of these loans in a bank’s port-

folio may be correlated with the borrowers it is lending to. There-

fore, banks that lend more to certain borrowers may have larger

shocks than other banks. In other words, banks with better lend-
ng opportunities and certain business models may borrow more

t the TLTROs and have a greater borrowing limit. This would lead

o a classic omitted variable bias. 

This concern is addressed by adding a large set of controls to

q. (3) . Those controls (size, capital ratio, liquidity ratio, loan ra-

io, deposit ratio, market share) capture lending opportunities and

anks’ business models. The definition of those variables is pre-

ented in Table D2 . For instance, banks with poor lending activi-

ies may invest heavily in liquid assets such as treasury bonds. By

ontrast, a high loan ratio (loans to the non-financial private sec-

or over total assets) may signal good lending opportunities. The

ountry-time dummies also control for aggregate lending opportu-

ities (e.g. business cycle). Size and market share (both in terms of

otal assets), together with bank fixed effects, are proxies for banks’

usiness models. Hence, if lending opportunities and banks’ busi-

ess models are not the main drivers of the correlation between

LTRO uptakes and borrowing limits, the inclusion of these con-

rols should not affect the coefficient on LIMIT bt substantially. The

esults, presented in column 2 of Table D1 , reveal that this is in-

eed the case, as the coefficient on LIMIT bt barely changes (0.580

n column 2, 0.571 in column 1) and remains highly significant. 

ppendix E. derivation of Eq. (2) (test of the exclusion 

estriction) 

For brevity of exposition, assume a just-identified model with

ne endogenous regressor, one instrument and no controls. 15 The

rst stage links the instrument country TLTRO (henceforth , TLTRO it )

nd the endogenous regressor constrained it : 

onstraine d it = α1 + ϕT LT R O it + ε it (5)

The reduced form links instrument and outcome variable 

 it = α0 + ρT LT R O it + u it (6)

Finally, the structural equation links the endogenous regressor

nd the outcome variable: 

 it = α2 + λconstraine d it + ηit (7)

Consistent estimation of λ (LATE) is carried out via the Indirect

east Squares estimator. 16 In particular, ̂  λ will be the sample ana-
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ogue of: 

= 

Cov ( Y it , T LT R O it ) /V ar ( T LT R O it ) 

Cov ( constraine d it , T LT R O it ) /V ar ( T LT R O it ) 
= 

ρ

φ
(8) 

Rearranging (8) one obtains (2) : 

= ϕλ (2) 
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