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Definitions

* An estimator of a population parameter is

— a random variable that depends on sample
information . . .

— whose value provides an approximation to
this unknown parameter

A specific value of that random variable is
called an estimate
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Point and Interval Estimates

* A point estimate is a single number,

* a confidence interval provides
additional information about variability

Lower ' Upper
: . ] Confidence
Confidence Point Estimate .
Limit Limit
Width _of
confidence interval
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Point Estimates

We can estimate a with a Sample
Population Parameter ... Statistic
(a Point Estimate)
Mean U X
Proportion P D
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Unbiasedness

* A point estimator 0 IS said to be an
unbiased estimator of the parameter 0 if the
expected value, or mean, of the sampling
distribution of 6 is #,

E(6)=6

 Examples:

— The sample mean is an unbiased estimator of p
— The sample variance is an unbiased estimator of o2

— The sample propastion is an.unbjased estimator of P

rakos,
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Unbiasedness

(continued)

o

« 0, is an unbiased estimator, 6, is
biased:

D>
D>
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0
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Bias

e Let 0 be an estimator of 0

 The bias in 6 is defined as the difference
between its mean and 0

Bias(8)=E(B)—6

 The bias of an unbiased estimator is O

K. Drakos, Quantitative Methods 7
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Consistency

e Let ébe an estimator of 0

* g Iis a consistent estimator of 0 if the
difference between the expected value of
and 0 decreases as the sample size increases

* Consistency is desired when unbiased
estimators cannot be obtained

K. Drakos, Quantitative Methods 8
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Most Efficient Estimator

Suppose there are several unbiased estimators of 6

The most efficient estimator or the minimum variance unbiased
estimator of 0 is the unbiased estimator with the smallest variance

Let 6, and O, be two unbiased estimators of 6, based on the same
number of sample observations. Then,

— 0,is said to be more efficient than é2 f Var(é1 ) < Var(éz)

— The relative efficiency of 9 vith respect tog is the ratio of their
variances:

Relative Efficiency = var (9 )
Var(e,)
K. Drakos, Quantitative Methods 9
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Confidence Intervals

 How much uncertainty is associated with a
point estimate of a population parameter?

* An interval estimate provides more
information about a population characteristic
than does a point estimate

 Such interval estimates are called confidence
Intervals

K. Drakos, Quantitative Methods 10
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Confidence Interval Estimate

* An interval gives a range of values:

— Takes into consideration variation in sample
statistics from sample to sample

— Based on observation from 1 sample

— Gives information about closeness to
unknown population parameters

— Stated in terms of level of confidence
e Can never be 100% confident

K. Drakos, Quantitative Methods 11
for Finance



Confidence Interval and
Confidence Level

« IfP(@<0<Db)=1-athentheinterval from a to b is
called a 100(1 - a)% confidence interval of 6.

* The quantity (1-a) is called the confidence level of the
interval (o between 0 and 1)

— In repeated samples of the population, the true value
of the parameter 6 would be contained in 100(1 -
)% of intervals calculated this way.

— The confidence interval calculated in this manner is
written as a < 6 < b with 100(1 - a)% confidence

K. Drakos, Quantitative Methods 12
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Confidence Level, (1-a)
(continued)
Suppose confidence level = 95%
Also written (1 - a) = 0.95
A relative frequency interpretation:

— From repeated samples, 95% of all the
confidence intervals that can be constructed will
contain the unknown true parameter

A specific interval either will contain or will not
contain the true parameter

— No probability involved in a specific interval

K. Drakos, Quantitative Methods 13
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General Formula

* The general formula for all confidence
intervals is:

Point Estimate + (Reliability Factor)(Standard Error)

* The value of the reliability factor
depends on the desired level of
confidence

K. Drakos, Quantitative Methods 14
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Confidence Interval for p
(0?2 Known)

* Assumptions
— Population variance o2 is known
— Population is normally distributed
— If population is not normal, use large sample

 Confidence interval estimate:

X—Z 9 <M< X+Z 9
— “a/2 a/2

N AN
(where z_,, is the normal distribution value for a
probability of a/2 in each tail)

K. Drakos, Quantitative Methods
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Margin of Error

The confidence interval,

— )

X—=Zyp ﬁ

<M< X+2Z

0)
a/2 ﬁ

Can also be written as | X+ ME
where ME is called the margin of error

o)
ME=z_,—
a/2 \/ﬁ
The interval width, w, is equal to twice the margin of
error

K. Drakos, Quantitative Methods
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Reducing the Margin of Error

ME =z

)
a/2 ﬁ
The margin of error can be reduced if

» the population standard deviation can be
reduced (o))

 The sample size is increased (n1)
* The confidence level is decreased, (1-a) |

K. Drakos, Quantitative Methods
for Finance
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Finding the Reliability Factor, z_,

 Consider a 95% confidence interval:
1—0.=.95 '

9Y_ o025 9_ 025
2 2

|
¢
|
|
I
|
I
|
|
|
|
|

Z units: z=-1.96 0 z=1.96

* Find z 5,5 = £1.96 from the standard normal

ISTribution taple | ,forFinance




Common Levels of Confidence

« Commonly used confidence levels are 90%,
95%, and 99%

Confidence | onfidence
Coefficient, Z,, Vvalue
Level 1
—
80% 80 1.28
i 98 2.33
99.8% 998 308
99.9% 999 3.27

K. Drakos, Quantitative Methods
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Intervals and Level of Confidence

Sampling Distribution of the Mean

X
Intervals i
extend from 5
—_—— -

= - Y X, | 100(1-0.)%
X_Zﬁ I N of intervals
to ———— > | constructed
X —_— contain ;
X427 —— |

Jn —r—0—— - |100(a)% do

 Confidence Intervals not.

T ITIartToo



Example

« A sample of 11 firms from a large normal
population has a mean monthly return of
2.20%. We know from past testing that the
population standard deviation is 0.35%.

« Determine a 95% confidence interval for the
true mean return of the population.

K. Drakos, Quantitative Methods
for Finance
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Example

— o)
X*TZ—
Jn
=2.20 +1.96 (.35//11)
=2.20 +.2068

1.9932 < u < 2.4068

K. Drakos, Quantitative Methods
for Finance
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Interpretation

« We are 95% confident that the true mean return
IS between 1.9932 and 2.4068 %

« Although the true mean may or may not be in this
interval, 95% of intervals formed in this manner
will contain the true mean

K. Drakos, Quantitative Methods 23
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Student’s t Distribution

* Consider a random sample of n observations
— with mean x and standard deviation s

— from a normally distributed population with
mean

_ X—|
s/A/n

+ follows the Student’s t distribution with (n - 1)
degrees of freedom

K. Drakos, Quantitative Methods
for Finance

 Then the variable |t
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Confidence Interval for u
(02 Unknown)

* |f the population standard deviation o is
unknown, we can substitute the sample
standard deviation, s

* This introduces extra uncertainty, since s is
variable from sample to sample

e So we use the t distribution instead of the
normal distribution

K. Drakos, Quantitative Methods
for Finance
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Confidence Interval for u
(o0 Unknown)

(continued)
Assumptions

— Population standard deviation is unknown
— Population is normally distributed
— If population is not normal, use large sample

Confidence Interval Estimate.

X_

S _ S
tn-1,a/2ﬁ < M < X+tn-1,a/2ﬁ

where t ., . is the critical value of the t distribution with n-
1 d.f. and an area of a/2 in each tail:

P(tn—1 > tn—1,a/2 ) =a/2

for Finance
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Student’s t Distribution

 The t is a family of distributions

 The tvalue depends on degrees of freedom
(d.f.)

— Number of observations that are free to vary

after sample mean has been calculated

df.=n-1

K. Drakos, Quantitative Methods
for Finance
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Student’s t Distribution

Note: t — Z as n increases

Standard

Normal
(t with df = ) \

t (df = 13)

t-distributions are bell-
shaped and symmetric, but

have ‘fatter’ tails than the / t (df =95)

K. Drakos, Quantitative Methods 28
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Student’s t Table

Upper Tail Area

Let: n =3
10 | .05 @ .025 df=n-1=2
a=.10
3.078/6.314 12.706 o/2 =.05

1.886 2.920 4.303
2.920 4.3

1.638/2.353 |3.182 a/2 = .05

The body of the table N

contains t values, not

probabilities o 2.920
~—=rordS, Quantitative Methods 29
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TABLE B: +-DISTRIBUTION CRITICAL VALUES

Tail probability p

af | 25 20 45 0 05 @25 02 .01 p0S 0025 001 .0DOS

1| L000 1376 1963 3.078 6314 1271 1589 3182 6366 1273 3183 6366

2] 816 1061 1386 1.886 2920 4303 4849 6565 9925 1409 2233 3160

3| 765 978 1250 1638 2353 3182 3432 4541 5841 7453 1021 1292

41 141 941 1190 1533 2132 2776 2999 3747 4604 0 5598 7173 8610

5| 721 920 1156 1476 2015 2571 2757 3365 4032 4773 5893 6.569

6| 718 906 1134 1440 1.943 2447 2612 3143 3707 4317, 5208 5959

7| .71 896 1119 1415 1895 2365 2517 2998 3499 4.029 4785 5408

Bl 706 829 1108 1397 1.B60 2306 2440 2896 3355 3833 4501 5041

9| 703 833  L100 1383 1.833 2262 2398 2821 3250 3.690 4297 4781

10| 700 879 1093 1372 1812 2328 2350 2764 3169 3581 4044 4537
11| 697 876 1088 1363 1796 2201 2328 2718 3106 3497 4025 4437
12| 695 873 1083 135 1782 2179 2303 2681 3.055 3428 3030 4318
13| 694 870 1079 1350 1771 2160 2282 ; 2650 3012 3372 3852 4221

14 | 692 868 1076 1345 1761 2145 2264 2624 2977 3326 3787 4140

15| 691 866 1074 1341 1753 2131 2249 2.602° 2947 3286 3733 4073
16 | 690 865 1071 1337 1746 2120 2235 2583 2921 33252 3686  4.015
17| 689 863 1.069 1333 1740 2110 2224 2567 2893 3222 3646 3965
18 | 682 862 1067 1330 1734 2101 2214 2552 2878 3197 3611 3922
19| 688 861 1066 1328 1729 2093 2205 2539 2861 3174 3570 3883
20| .687 860 1064 1325 1725 2086 2197 2528 2845 3153 3552 3850
21| 686 859 1063 1323 1721 2080 2189 2518 2831, 3135 3527 3.819
22| 686 858 1061 1321 1717 2074 2183 23508 2819 3119 3505 3792
23| 685 .BSB  1.060° 1319 1714 2069 2177 2500 2807 3.104 3485 3768
24 | 685 857 1059 1318 LTIl 2064 2172 2492 2797 3091 3467, 3745
25 | 684 BS6 1038 1316 1708 2060 2167 2485 2787 3.078 3450 3725
26 | 684 856 1058 1315 L1706 2.056 2162 2479 2779 . 3067 3435 3707
27 | 684 855 LOST 1314 1703 2052 2158 2473 2771 3057 3421 3.690
28 | 683 855 LOS6 1313 1701 2048 2154 2467 2763 3047 3408 3674
29 | 683 854 1055 1311 1689 2.045 2150 2462 2756 3038 3396 3.659
30| 683 854 LOSS 1310 1607 2042 2147 2457 2750 3.030 3385 3646
40 | 681 851 LOSO 1303 1684 2021 2,123 2423 2704 2971 3307 3551
50| 679 B4D LO4T 1299 1676 2009 2109 2403 2678 2937 3261 3496
60 [ 679 848 1M5 1296 1671 2000 2099 2390 2660 2915 3232 3460
8D [ 678 846 1043 1292 1664 1860 2.088 2374 2639 2887 3195 3416
100 | 677 845 1042 1200 1660 1984 2081 2384 2626 2871 30174 3390
1000 | 675 842 1037 17282 1646 1962 2056 2330 2531 2813 3008 3300
e | 674 841 1036 1282 1645 1960 2054 2336 2576 2807 3001 3291

50%  60% T0%  B0%  G0%m  95%  96%  9B% 9%  O95% 99.8%m  99.9%

Confidesce level ©




t distribution values

With comparison to the Z value

Confidence t t t
Level (10d.f) (20d.f.) (30d.f.)
.80 1.372 1.325 1.310  1.282
.90 1.812 1.725 1.697  1.645
.95 2.228 2.086 2.042 1.960
.99 3.169 2.845 2.750 2.576

K. Drakos, Quantitative Methods
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Example

A random sample of n = 25 has x = 50 and
s = 8. Form a 95% confidence interval for p

—df.=n-1=24, sot, g =1y 5 =2.0639
The confidence interval is

S _ S
X112 n <M< X+tn-1,a/2ﬁ

50— (2.0639)—°— < u < 50+ (2.0639

J25
46.698 < u < 53.302

K. Drakos, Quantitative Methods
for Finance
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Confidence Intervals for the
Population Proportion, p

* An interval estimate for the
population proportion ( P ) can be
calculated by adding an allowance
for uncertainty to the sample

N\

proportion ( p)

K. Drakos, Quantitative Methods 32
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Confidence Intervals for the
Population Proportion, p

(continued)

« Recall that the distribution of the sample proportion
Is approximately normal if the sample size is large,
with standard deviation

UP:JPU—P)

N
« We will estimate this with sample data.

\/6(1—6)
N

K. Drakos, Quantitative Methods 33
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Confidence Interval Endpoints

« Upper and lower confidence limits for the
population proportion are calculated with the

formula
6_Za/2\/p(1_p) <P < 6+Za/2\/p(1_p)
N

n
* where
— 2, is the standard normal value for the level of confidence
desired

— p is the sample proportion
— nis the sample size

K. Drakos, Quantitative Methods 34
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Example

* A random sample of 100 firms shows that
25 did not pay dividend

 Form a 95% confidence interval for the
true proportion of non-paying firms

K. Drakos, Quantitative Methods
for Finance
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Example

(continued)

6_20/2\/p(1_p) < P < 6+Za/2\/p(1_p)

n n
2—5—1.96\/'25('75) <P < §+1.96\/'25('75)
100 100 100 100

0.1651 < P < 0.3349

K. Drakos, Quantitative Methods 36
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Interpretation

 We are 95% confident that the true
percentage of non-paying firms in the
population is between

16.51% and 33.49%.

 Although the interval from 0.1651 to 0.3349
may or may not contain the true proportion,
95% of intervals formed from samples of
size 100 in this manner will contain the true
proportion.

K. Drakos, Quantitative Methods
for Finance
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Dependent Samples

Tests Means of 2 Populations
Dependent
:;rf]&eesn - Paired or matched samples
- Repeated measures (before/after)
- Use between paired values:
di = X; -y,

« Assumptions:

— Both Populations Are Normally
Distributed

K. Drakos, Quantitative Methods 38
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Mean Difference

The ith paired difference is d., where

Dependent —
samples di = X - Y;

The point estimate for Zn: d

the population mean_ =
. . L. |d=

paired difference is d n
The sample ! (d-
standard ="
deviation is: Sy = n—1

n is the number of matched pairs in the sample

K. Drakos, Quantitative Methods
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Dependent
samples

Confidence Interval for
Mean Difference

The confidence interval for dlfference
between population means, 4y, Is

d -t i<pd<a+t

Sy
n-1,a/2 \/ﬁ n-1,a/2 \/ﬁ

Where
n = the sample size
(number of matched pairs in the paired sample)

K. Drakos, Quantitative Methods
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Dependent
samples

Confidence Interval for
Mean Difference

(continued)

 The margin of error is

IVIE_tn 10(/2\/*

* t,.1402 Is the value from the Student’s t
distribution with (n — 1) degrees of
freedom for which

a
P(t,_ >t =—
( n-1 n-1,a/2 ) 2

K. Drakos, Quantitative Methods 41
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Paired Samples Example

« Six people sign up for a weight loss
program. You collect the following data:

Weight:
Person Before (x) Difference, d.
1 136 11
2 205 10
3 157 7
4 138 -2
5 175 10
6 166 6
42
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Paired Samples Example

(continued)
* For a 95% confidence level, the appropriate t
value is t 4 o = t5 025 = 2.971

« The 95% confidence mterval for the difference
between means, |

d S,
d- n—1,0(/2\/7 < Mg < d+ ttap n

4.82 4.82
< < 7T+(2.571
Jo " Me s THEsm) e

-1.94 <y, < 12.06

7-(2.571)

Since this interval contains zero, we cannot be 95% confident, given this

limited data, that the weight loss program helps people lose weight

K. Drakos, Quantitative Methods 43
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Difference Between Two Means

Population means, Form a confidence interval for
independent the difference between two population
samples means,| Uy — Hy

« Different data sources
— Unrelated
— Independent

« Sample selected from one population has no effect on
the sample selected from the other population

* The point estimate is the difference between the two sample

means:
X—Yy

K. Drakos, Quantitative Methods 44
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Difference Between Two Means

Population means,
iIndependent
samples

o,” and 0,2 known

(continued)

0,” and g4 unknown

0,2 and 0,2
assumed equal

" Confidence interval uses z_,,

T~

0,2 and 0,2

/

Confidence interval uses a value
from the Student’s © distribution

assumed unequal

Drakos, Quantitative Methods 45
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o’ and 0,2 Known

Population means,
iIndependent
samples

Assumptions:

Samples are randomly and

% iIndependently drawn

o,” and 0,2 known

both population distributions

o,” and 0,4 unknown are normal

Population variances are
kKnown

K. Drakos, Quantitative Methods 46
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o’ and 0,2 Known

(continued)

: When o, and o, are known and
Population means, both populations are normal, the
iIndependent P p. £ X_V !
samples variance of X-Y is

2 2
2 0-x Gy
0 _ = +
o,” and 0,2 known * ¥ n, n,

...and the random variable
2 2 ——
o,- and g2 unknown S _ X—Y)—(Hy —Hy)

2 2
0] o)

X + y
nX nY

has a standard normal distribution

K. Drakos, Quantitative Methods 47
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Confidence Interval,
o’ and o, Known

Population means,
iIndependent
samples

0,2 and 0,2 known * The confidence interval for

by — My IS!
o,” and 0,4 unknown
2 2 2 2
(X=Y)-Z, + < My = My < (X=Y)+Zy, +
n, n, n, n,

K. Drakos, Quantitative Methods 48
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o’ and 0,2 Unknown,
Assumed Equal

Population means,
iIndependent
samples

Assumptions:

Samples are randomly and
independently drawn

o,” and 0,4 known

Populations are normally

0,” and g4 unknown

distributed

Population variances are

0,2 and 0,2
assumed equal

* unknown but assumed equal

0,% and 0,2

assumed unequialr

Drakos, Quantitative Methods 49
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0,2 and o2 Unknown,
Assumed Equal

(continued)

Population means, For_m'ng interval
independent estimates:
samples
The population variances
0,2 and 0,2 known are assumed equal, so use
the two sample standard
5.2 and 6.2 unknown deviations and to
X y estimate o
o2ando? |% .
X y
assumed equal use d with
(n, + n,—2) degrees of
2 2
o, and o, freedom
assumed unequialbrakos, Quantitative Methods 50
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o’ and 0,2 Unknown,
Assumed Equal

(continued)

Population means,
iIndependent
samples

The pooled variance is
o,” and 0,4 known

2 2
o,- and g, unknown v (n, —1)s? +(n, —1)35
‘=

o2ando? |% n,+n, —2

assumed equal

0,% and 0,2

assumed unequialbrakos, Quantitative Methods 51
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Confidence Interval,
o’ and 0,2 Unknown, Equal

o,” and g, unknown

2 : :
oZando | % Thg confidence interval for
assumed equal

My — MWy ISt
0,% and 0,2
assumed unequal
o S _ S, S,
(X - y) — tnx+ny—2,a/2 + < IJX — “Y < (X - y) + 1'-nx+ny—2,0(/2 —
n, n, n, n,

, (ng=1)ss+(n, —1)s;
Where |Sp =

n,+n,6 —2 /e Methods 52
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o’ and 0,2 Unknown,
Assumed Unequal

Population means,
iIndependent
samples

Assumptions:

Samples are randomly and
independently drawn

o,” and 0,4 known

Populations are normally

0,” and g4 unknown

distributed

Population variances are

0,2 and 0,2
assumed equal

unknown and assumed
unequal

0,2 and 0,2
assumed unequal

*

Drakos, Quantitative Methods 53
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o’ and 0,2 Unknown,
Assumed Unequal

Population means,
iIndependent
samples

o,” and 0,4 known

0,” and g4 unknown

0,2 and 0,2
assumed equal

0,2 and 0,2

*

assumed unequal

—X I(n, —1)+ ( )/(n —-1)
Drakos, Quanti

(continued)

Forming interval estimates:

The population variances are
assumed unequal, so a pooled
variance is not appropriate

use a with v degrees
of freedom, where

]
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Confidence Interval,
o,” and 0,2 Unknown, Unequal

o,” and g, unknown

2 2 . .
0,° and o, The confidence interval for
assumed equal .
Mq— Mo IS
o2ando? |% 1 2
assumed unequal
2 2 2 2
. S S _ S S
(><—y)—tv,0(/2\/—x+—y < Hy =My < (X=Y)+t gp [+
n, ny n, ny
{(f)ﬂf’f)}
Where Ve
K. Drakos, Quantita (f\j I(n, 1)+ :J /(n, 1) 55
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Two Population Proportions

Population
proportions

Form a confidence interval for
the difference between two
population proportions, | P, — P,

Both sample sizes are large (generally at
least 40 observations in each sample)

The point estimate for F") - f)
the difference is A y

T\ DTAanUS, Uarmtatave vicTTog o 56
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Two Population Proportions

(continued)

Population
proportions

 The random variable

IS approximately normally
distributed

K. Drakos, Quantitative Methods 57
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Confidence Interval for
Two Population Proportions

Population
proportions

The confidence limits for
P,—P, are:

K. Drakos, Quantitative Methods
for Finance
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Example:
Two Population Proportions

Form a 90% confidence interval for the
difference between the proportion of
retail firms and the proportion of
iIndustrial firms who went bankrupt last

year.

In a random sample, 26 of 50 retail and
28 of 40 industrial firms had gone

bankrupt

K. Drakos, Quantitative Methods
for Finance
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Example:
Two Population Proportions

(continued)

Retail:  |p. =25 _052
50

| 5, =22 _0.70
Industrial: 40

N

N _ ~ 1_’\
\/pxm p,) Py py):\/0.52(0.48)+O.7O(0.30)20_1012

50

X y

For 90% confidence, Z_,, = 1.645

K. Drakos, Quantitative Methods 60
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Example:
Two Population Proportions

(continued)

The confidence limits are:

.~ - 0, (1-p,) P, (1-p,)
(px_py)iza&\/p( P )+ : :

n, n,

=(.52-.70) + 1.645(0.1012)

so the confidence interval is
-0.3465 < PX—Py < -0.0135

Since this interval does not contain zero we are 90%
confident that the two proportions are not equal

K. Drakos, Quantitative Methods 61
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Confidence Intervals for the
Population Variance

Goal: Form a confidence interval

Population for the population variance, 02

Variance

* The confidence interval is based on

the sample variance, s?

 Assumed: the population is
normally distributed

K. Drakos, Quantitative Methods 62
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Confidence Intervals for the
Population Variance

(continued)

Population | The random variable

Variance , _(n—1)32

A1
n 02

follows a chi-square distribution
with (n — 1) degrees of freedom

The chi-square value Zf_w denotes the number for which

2 2 .
P(x,q> Xn-.a )=a
K. Drakos, Quantitative Methods 63
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Confidence Intervals for the
Population Variance

(continued)

Population The (1 - 0)% confidence interval
variance for the population variance is

(n—1)s° el e (n—1)s°

2 2
An-1. a2 An-11-a/2

K. Drakos, Quantitative Methods 64
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Hypothesis Testing

K. Drakos, Quantitative Methods
for Finance
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What is a Hypothesis?

* A hypothesis is a claim (assumption) about a
population parameter:
« population mean / population proportion

Example: The mean monthly cell phone bill
of this city is y = $42

Example: The proportion of adults in this
city with cell phones is p =.68

K. Drakos, Quantitative Methods
for Finance
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The Null Hypothesis, H,

« States the assumption (numerical) to be tested

The average number of TV sets in U.S.
Homes is equal to three (H, i =3)

* |s always about a population parameter, not about a
sample statistic

K. Drakos, Quantitative Methods
for Finance
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The Null Hypothesis, H,

(continued)

Begin with the assumption that the null
hypothesis is true

— Similar to the notion of innocent until
proven guilty

Refers to the status quo
Always contains “=" |, "<” or ">" sign
May or may not be rejected

K. Drakos, Quantitative Methods 68
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The Alternative Hypothesis, H,

Is the opposite of the null hypothesis

— e.g., The average number of TV sets in U.S.

homes is notequalto3 (H;:p#3)
Challenges the status quo
May or may not be supported

Is generally the hypothesis that the researcher
IS trying to support

K. Drakos, Quantitative Methods
for Finance
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Hypothesis Testing Process

Claim: the

porusior o) HRFE

(Null Hypothesis:

1

M

Population
Ho: p=150)
Is likely if p =507 c o o o o
If not likely, Suppose <; 'n‘ w w 'n‘ 'nl
the sample
REJECT mean age Sample

K. Drakos, Qua!rﬁita%\ga "Methods 70
for Finance



Hypothesis Tests Design

s X likely given that p = 507 If we believe that
this not likely we will reject H,,.

How can we determine if the event is likely to
occur given that H, is true?

We define a rejection region of the sampling
distribution, X <c.
P(X <clu=50)=P(Reject Hy |H, true) = o

So we want small values of a (significance
level). According to a if we know the distribution
of X we can determine c (critical value)

K. Drakos, Quantitative Methods
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Hypothesis Tests Design
(continued)
* If we find that for a = 1% the ¢ = 22 then
since 20 < 22 we will reject H, at the 1%
significance level.

» So for H, being true the 1% of the samples
would have X < ¢. The rest 99% would
have a sample mean X > c. So we are
99% confident that H, should be rejected.

K. Drakos, Quantitative Methods
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Hypothesis Tests Design

20

A

Sampling Distribution of X

BEE | -

If H, is true

If it is unlikely

that we would get

a sample mean

of this value .

|

(continued)

X

... iIf in fact this were
the population mean...

... then we
reject the null
hypothesis that
u = 50.

N\. DIAdRUS, WUdIMiduve IvViclnmious
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Level of Significance, o

Defines the unlikely values of the sample
statistic if the null hypothesis is true

— Defines rejection region of the sampling
distribution

Is designated by o, (level of significance)
— Typical values are .01, .05, or .10

Is selected by the researcher at the beginning

Provides the critical value(s) of the test

K. Drakos, Quantitative Methods
for Finance
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Level of Significance
and the Rejection Region

Level of significance = & <~ Represents
critical value
Hq: p =3 a2 a2
H1I T + 3 ) | ¢ A Rejf-)ctlf)n
wo-tail test v 0 v region is
shaded
Hi:py>3 3
Upper-tail test 0 v
Hy: g 23
_ a
Hi:p<3 i
Lower-tail test v 0
K. Drakos, Quantitative Methods 75
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Errors in Making Decisions

* Type | Error
—Reject a true null hypothesis
— Considered a serious type of error

The probability of Type | Error is o

 Called level of significance of the test
« Set by researcher in advance

K. Drakos, Quantitative Methods
for Finance
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Errors in Making Decisions

(continued)

* Type Il Error
—Fail to reject a false null hypothesis

The probability of Type Il Erroris

K. Drakos, Quantitative Methods 77
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Outcomes and Probabilities

Possible Hypothesis Test Outcomes

Actual Situation

Key:

(Probability)

Decision H, True H, False
Do Not
Reject
o | (1-o) (B)
Reject
Ho (o) (1-8)

K. Drakos, Quantitative Methods
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Type | & Il Error Relationship

Type | and Type |l errors can not happen at
the same time

- Type | error can only occur if H, is true

- Type Il error can only occur if H, is false

If Type | error probability ( a ) t then
Type |l error probability ( 3 ) ﬂ

K. Drakos, Quantitative Methods 79
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Factors Affecting Type Il Error

* All else equal,

- P ‘t when the difference between
hypothesized parameter and its true

value ﬂ

— [3' when ndl

K. Drakos, Quantitative Methods
for Finance
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Power of the Test

* The power of a test is the probability of
rejecting a null hypothesis that is false

* i.e., Power=P(Reject H,| H, is true)

— Power of the test increases as the sample
size increases

K. Drakos, Quantitative Methods 81
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Test of Hypothesis

for the Mean (o Known)

« Convert sample result (x) to a z value

Hypothesis
Tests for u

o Known

Consider the test

o Unknown

SIIVEITR The decision rule is:

(Assume the population is normal)

H, 1>, Reject H, if z=—>_Ho »

0]

Jn

a

nnnnnn
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Decision Rule

| | X —Hg Hy: B =l
Reject H, if z= 5~ Za H: g > Mg
Jn
Alternate rule:
Reject H, if X >y, +Z,0//n o
< :I: >
Do not reject H, ! Reject H,
V4 0 Z,
X Mo p0+zd%

K. Drakos, Quantitative Methods
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p-Value Approach to Testing

« p-value: Probability of obtaining a test
statistic more extreme ( < or > ) than the
observed sample value given H, is true

— Also called observed level of significance

— Smallest value of a for which H, can be
rejected

K. Drakos, Quantitative Methods 84
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p-Value Approach to Testing

(continued)

« Convert sample result (e.g., x ) to test statistic

(e.g., z statistic )

« Obtain the p-valuep-value= p(z> Xt

— For an upper
tail test: —Pz>X

of

cf

,given that H, is true)

| M=H)

Decision rule: compare the p-value to

a

— If p-value < a, reject H,

— If p-value > a, do notreject H,

K. Drakos, Quantitative Methods

for Finance

85



Example: Upper-Tail Z Test
for Mean (c Known)

A phone industry manager thinks that
customer monthly cell phone bill have
increased, and now average over $52 per
month. The company wishes to test this
claim. (Assume ¢ = 10 is known)

Hy: y <52 the average is not over $52 per month

H,:u>52 the average = greater than $52 per month

(i.e., sufficient evidence exists to support the
manager’s claim)

K. Drakos, Quantitative Methods 86
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Example: Find Rejection Region

(continued)

e Suppose that a = .10 is chosen for this test

Find the rejection region:

Reject H,

K. Dral

Do not reject H, Reject H,
0
. . X —HM,
Reject H, if z= >1.28
J ’ o/~/n

TOr FInance
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Example: Sample Results

(continued)

Obtain sample and compute the test statistic

Suppose a sample is taken with the following results: n =
64, x =53.1 (6=10 was assumed known)

Using the sample results,

XY, _ 53.1- 52
10

K. Drakos, Quantitative Methods 88
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Example: Decision

(continued)

Reach a decision and interpret the
result

Do not reject H, 1 Reject H, ]

0

Do not reject H, since z = 0.88 < 1.28

l.e.: there is not sufficient evidence that the
mean bill is over $52 89

for Finance




Example: p-Value Solution

(continued)
Calculate the p-value and compare to o

(assuming that y = 52.0)

P(X >53.1|u=52.0)

Reject H,

a=10 _P(p 53.1-52.0)
~ 10//64

. .
. .
. .
. .
. .
: LIA
L Dl

Do not reject H, 1I.28 RejectH, =P(ZZO88):1_81O6

=.1894

Do not reject H, smce p-value =.1894 > o = .10

N TANVO, JIUdTNUutdive 1Ivicuivuo 90
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One-Tail Tests

* In many cases, the alternative hypothesis
focuses on one particular direction

H:us<3 This is an upper-tail test since the

o — alternative hypothesis is focused on
H:u>3 .

1- M the upper tail above the mean of 3
Hy:p23 This is a lower-tail test since the

" == alternative hypothesis is focused on
Hiip<3 the lower tail below the mean of 3

K. Drakos, Quantitative Methods 91
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Upper-Tail Tests

: Hy:us3
 There is only one o-
" Hi:p>3
critical value,
since the
rejection area is “
In only one tall
) Do not reject H, T Reject H, :
Z 0 “o
X u

K. Drakos, Quantitative Methods
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Lower-Tail Tests

Hop: 23
* There is only one Hi:p<3
critical value,
since the o
rejection area is
In only one tall — L . :
Reject H, Do not reject H,
Z, 0 z
u X
K. Drakos, Quantitative Methods 93
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Two-Talil Tests

* |n some settings, the

. . Hy:p=3
alternative hypothesis does H°_ H 3
not specify a unique direction 1- 7
o/2 o/2
* There are two
critical values, ; %
defining the two . e .
i £ Reject H, Do not reject H, Reject H,
regions o ., 0 ‘2z -
rejection | |
Lower critical value Upper
K. Drakos, Quantitative Methods CritiCal Vall.?é
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Hypothesis Testing Example

Test the claim that the true mean # of

TV sets in US homes is equal to 3.
(Assume o = 0.8)

« State the appropriate null and alternative
hypotheses

—Hy:u=3, H:u#3 (Thisis a two tailed test)
« Specify the desired level of significance

— Suppose that o = .05 is chosen for this test
« Choose a sample size

— Suppose a sample of size n = 100 is selected

K. Drakos, Quantitative Methods
for Finance
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Hypothesis Testing Example

(continued)

* Determine the appropriate technique
— o is known so thisisa z test

« Set up the critical values
— For o = .05 the critical z values are £1.96
* Collect the data and compute the test statistic

— Suppose the sample results are
n=100, x=2.84 (o=0.8isassumed known)
So the test statistic is:

X -y, 284 -3 -.16
Z = 5 = 08 =08 2.0

Jn /100 o6

ST T TS SO T T e T v T < < ST Toore
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Hypothesis Testing Example

(continued)

* Is the test statistic in the rejection

reqion?
Reject H, if
z<-1.96 or
z > 1.96;
otherwise
do not
reject H,

a =.05/2 a = .05/2
) Reject H, T Do not reject H, T Reject HO:
-z ={-1.96 0 +z = +1.96

7~ N\

Here, z £-2.0 % -1.96, so the
test statistic’is in the rejection
region

I\. DTAaROoS, Judrmauve vietutous
for Finance
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Hypothesis Testing Example

(continued)

 Reach a decision and interpret the
result

) Reject H, ) Do not reject H, 1 Reject HO'
-Z =-1.96 0 +z = +1.96

Since z=-2.0<-1.96, we reject the null hypothesis
and conclude that there is sufficient evidence that the
mean number of TVs in US homes is not equal to 3

K. Drakos, Quantitative Methods 98
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Example: p-Value

« Example: How likely is it to see a sample mean of 2.84
(or something further from the mean, in either direction)

if the true mean is un = 3.07

X = 2.84 is translated to
azscoreofz=-2.0

P(z < -2.0)=.0228 9/2 = .025: a/2 = 025

P(z >2.0)=.0228

p-value J 7 L
= 0228 + .0228 = .0456 -1.96 0 1.96

K. Drakos, Quantitative'Methods 99
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Example: p-Value

(continued)

« Compare the p-value with a

—If p-value < a, reject H,

— If p-value > o, do not reject
_IO

a/2 = .025: - al2=.025

Here: p-value = .0456
o =.05

Since .0456 < .05, we
reject the null

hypothesis +1.96 0  1.96" z

K. Drakos, Quantitative'Methods 100
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t Test of Hypothesis for the Mean
(o0 Unknown)

« Convert sample result (x)toa t test

statistic Hypothesis
Tests for u

o Known

Consider the test

o Unknown

The IS:
Hy tH=Hg _
H, 1>y, Reject H, if t= X_SHO i
(Assume the population is normal) \/ﬁ

nnnnnn
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t Test of Hypothesis for the Mean

(o0 Unknown)

(continued)

 For a two-tailed test:

Consider the test

H, :u =W,
S AVEZ VR

(Assume the population is normal,
and the population variance is
unknown)

The decision rule is:

Reject H, if |t =

X —HMo : X—HMg
S < _tn-1,0(/2 orif |[t= S > tn-1,a/2
N Jn
K. Drakos, Quantitative Methods 102
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Example: Two-Tail Test

(c Unknown)

The average cost of a 5-star
hotel room in Athens is said
to be 168 euros per night.
A random sample of 25

hotels resulted in  x =

172.50 euros and
s = 15.40 euros. Test at the

Hy: =168
H,: pn=168

a = 0.05 level.

(Assume the population distribution is normal)

K. Drakos, Quantitative Methods
for Finance
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Example Solution:
Two-Talil Test

Ho: 4 =168 0/2=.025 0/2=.025
H,: n=168
) e e ,
n =25 ) Reject H, T Do not reject H, T Reject H, ]
-t n-1.a/2 0 t n-1,a/2
a=0.05 -2.0639 2.0639
o Is unknown, so X-u 17250 -168
T Lt = = = 1.46
use a t statistic } 15.40
‘e n /25
Critical Value:
Do not reject H,: not sufficient evidence that
tos 0.025= % 2.0639 true mean cost is different than $168
K. Drakos, Quantitative Methods 104
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