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Birger Hjgrland

Introduction: The importance of semantics for information science (1S)

The aim of this chapter is to demonstrate that séimessues underline all research questions
within Library and Information Sciendg.IS) (or just IS) and in particular the subfield known as
Knowledge Organization (KO). Further the aim igleanonstrate that semantics is a field
influenced by conflicting views, why it is importato argue for the most fruitful one. Finally the
chapter demonstrates that LIS so far have not adddesemantic problems in any systematic way,
why the field is very fragmented and without a @ogheoretical basis. This chapter is a review that
focuses on broad interdisciplinary issues anddhg term perspective.

The theoretical problems involving semantics amacepts are very complicated why
this paper starts by considering tools developd€iOrfor information retrieval (IR) as basically
semantic tools and thus establishing a speciffo¢8s on the relation between KO and semantics.

It is well known that thesauri consist of a sel@ctof concepts supplemented with
information about their semantic relations (suclygeseric relations or “associative relations”).
Some words in thesauri are “preferred terms” (xdptors) others are “lead-in terms”. The
descriptors represent concepts. The differencedmtwa word” and “a concept” being that
different words may have the same meaning andaimibrds may have different meanings,
whereas one concept expresses one meaning.

For example has the word “letter” according to iibiét 2.1 five senses, among them: 1) a
written message addressed to a person or orgamzatd 2) a letter of the alphabet, alphabetic
character. In a thesaurus such meanings are digheygl, e.g. by parenthetical qualifiers, as done i
Thesaurus of ERIC Descriptof2001)

Letters (Alphabet);

Letters (Correspondence);

By means of Use/Used for relations the thesaurusages the synonymy relations. By means of
parenthetical qualifiers the thesaurus managesdh®nymy relations. By means of semantic
relations between descriptors (concepts) such aBNTRT, the thesaurus establishes a structure
of a subject field:

“Most thesauri establish a controlled vocabulargtaadardized terminology, in which each

concept is represented by one term, a descripiatrjg used in indexing and can thus be used

with confidence in searching; in such a systenthiesaurus must support the indexer in
identifying all descriptors that should be assigteed document in light of the questions that
are likely to be asked. . . .A good thesaurus e/ through its hierarchy augmented by
associative relationships between concepts, a demmaad map for searchers and indexers

and anybody else interested in an orderly graspsafbject field.” (Soergel, 2004).

It should now be clear that a thesaurus is bagieadiemantic tool because "the road map" it
provides is semantic: the relations shown betwhkerconcepts in a thesaurus are semantic
relations.

L LIS and IS are regarded as synonyms in this chapteer researchers do not regard them as synorisexample
of semantic relations is in itself part of the geohs that KO faces. People who claim that theynatesynonyms
should be able to say whether a given paper betifg or to LIS.



What is the case with thesauri is more or less#se with all kinds of what Hodge
(2000) presents as “knowledge organizing syste€S) in the following taxonomy:
Term Lists
e Authority Files
e Glossaries
e Dictionaries
o Gazetteers
Classifications and Categories
e Subject Headings
e Classification Schemes
e Taxonomies
e Categorization Schemes
Relationship Lists
e Thesauri
e Semantic Networks
e Ontologies
All these items discussed as KOS by Hodge represefections of concepts more or less enriched
with information about their semantic relationsiaatic networks, for example, are kinds of KOS
utilizing more varied kinds of semantic relatiomsrpared to thesauri (while authority files are
kinds of KOS displaying only poor information ab@gimantic relations). Because those systems
are all basically about concepts and semanticioastimportant knowledge about concepts and
semantics should be important for research anaiaey of those systems, and different semantic
theories must imply different principles of knowtgdorganization. In other words: Researchers in
KO should base their work on a fruitful theory efsantics. This kind of basic research has,
however, been almost absent in LIS.

We have now argued that what have been termedii§Q®dge may all be
considered semantic tools. We will now have a cltsek at and a discussion of the term
“knowledge organizing systems".

There are kinds of KOS which Hodge (2000) doesconasider.

Hodge does not, for example consider bibliometrapssuch as those provided by, for example,
White & McCain (1998). In such maps citation pateemay be displayed by authors and/or by
terms (e.g. from descriptors). Such maps are tlapdaying a certain kind of semantic relations
based on citing behavior (and the relation betweens on such a map displays a certain kind of
semantic distangeBibliometrics is important to include in the aapt of KOS, both because of
theoretical and practical reasons.

There are other kinds of KOS that Hodge (2000naloconsider. It could be argued
that, for example, encyclopedias, libraries, bigptaphical databases and many other concepts used
within LIS should be considered kinds of KOS. Atsmcepts outside LIS such as the system of
scientific disciplines or the social division oblar in society are, for example, very fundamental
kinds of KOS. KOS in a narrow LIS oriented sensethe systems related to organizing
bibliographical records (in databases). KOS in densense is related to the organization of
literatures, traditions, disciplines and peopldiiferent cultures. It will be argued that KOS Iret
wide sense are important to consider also for mati® concerns.

While all KOS considered by Hodge, in addition they kinds such a bibliometric maps may be
considered semantic tools, not all kinds of KOS &hee system of scientific disciplines, for
example, is not a semantic tool. The term “semaanbts” should be preferred for systems which



provide selections of concepts more or less endietith information about semantic relations,
while KOS should be used as a broader term incfydiat not limited to semantic tools.

The field of Knowledge Organization within LIS isus concerned with the construction, use and
evaluation of semantic tools for IR. This insighinlgs semantics to the forefront of LIS. This view
is shared with Khoo & Na (2005), who declare tiat $tudy of “semantic relations is the new
frontier for information science in the 2tentury”.

Given that concepts are the meaning behind worddhat semantics is the study of meaning the
study of concepts, meaning and semantics shouhd éoe interdisciplinary subject field. Today it
is, however, very scattered and difficult (coveriagiong other fields philosophy, linguistics,
psychology and cognitive science, sociology, compsitience and information science, 1S). In
addition to the disciplinary scattering of researceemantics, the field is based on different
epistemological assumptions with roots going hudslief years back in the history of philosophy.
Moreover, the field seems theoretically muddled.

Semantics is, by the way, not just about word mearRictures as well as other signs are also the
objects of semantics. The way semantics is viewelddsscussed in this chapter may, by many
people, look more like semiotics (the study of signgeneral) than like the way semantics is often
understood. The relation between semantics andosiemis itself a controversial issue. The focus
on semantics rather than on semiotics in this @raptmotivated by the fact that thesaural relaion
(like KOS in general) are semantic relations asudised above.

The status of semantic research in information scree
Van Rijsbergen (1986, p. 194) pointed out thatcihiecept of meaning has been overlooked in IS,
why the whole area is in a crisis. The fundamebaais of all the previous work — including his
own — is wrong, he claims, because it has beerdb@séhe assumption that a formal notion of
meaning is not required to solve the informatianiegal (IR) problems. This statement by a
leading researcher should justify a closer coopmrdtetween IS and the multidisciplinary research
done in semantics. Few researchers have, howeeethm challenge and not much consideration
has been done concerning the nature of semanticgsamplication for IS, although some
beginnings are made.

Among the presentations of semantic issues in letye organization and IS are Bean &
Green, 2001, Beghtol, 1986, Blair, 1990 & 2003, Barie, 2001, Brooks, 1995 & 1998, Budd,
2004, Dahlberg, 1978 & 1995, Daily, 1979, DoerfQ20Foskett, 1977, Frohmann, 1983, Green;
Bean & Myaeng, 2002, Hammerwohner & Kuhlen, 199ddidnd, Pirkola & Kalervo, 2001,
Hjarland, 1997& 1998, Khoo & Na, 2005, Qin, 1992800, Read 1973, Song & Galardi, 2001,
Stokolova, 1976, 1977a+b and Vickery & Vickery, 198

These contributions are very different and difiti¢a present in any coherent way

because they are not related to each other onmsgtitally related to broader views. Some of them
try to base their view on an explicit philosophyg(eon “Activity Theory” (Hjgrland, 1997) or on
Wittgenstein’s philosophy (Blair, 1990 & 2003; Froann, 1983); others, e.g., Vickery & Vickery
(1987) base their view on cognitive psychology, le/immany just present their own common sense
views without trying to relate to general theofieg., Foskett, 1977). A book such as Green, Bean
& Myaeng (2002) should be praised for its atterogriesent an interdisciplinary perspective. Both
this book and reviews such as Khoo & Na (2005)Haiever to consider much previous research
within information science (such as many of therefices listed above) and thus to provide a



historical perspective on the relation between sgitgand LIS. They also fail to provide a
discussion of basic issues in semantics and thasggtee systematically for a specific theoretical
view. This state-of-the-art leaves us without aclee of progress. Without proper theoretical
frames of reference, empirical research becomegsieated and almost impossible to overview.
Much research is also based on technicalitiesonttmuch concern with basic
semantic issues. This is the case with the bibltameesearcltabout semantic relationships
between highly cited articles (e.g., Song & Gala2@01), in the technique known as “latent
semantic indexingor “latent semantic analysis” (e.g., Ding, 20@&jmais, 2004) and of course in
particular the new concept considered by many thst important frontier in knowledge
organization: “the semantic wefAntoniou & van Harmelen, 2004. Berners-Lee et 2001;
Fensel, et al., 2003). All such technologies aowiping semantic tools, why different view in
semantics should make an important difference dov such technologies should be evaluated.
There are also papers (such as Budd, 2004) whiotduces important philosophical
and semantic views in LIS, but which are not speaif their implications for knowledge
organization. There is a danger that the philosshinsights remain too isolated and too vague.

The question concerning the relation semanticskadanay be turned upside down: We may ask
from which theoretical perspectives KO has beenaghed? Which views of semantics have been
implied by those approaches?

KO has a long tradition within LIS. Among the classin the field is Bliss (1929). In order to
discuss the relations between semantics and KO ayeask: What approaches have been used in
the field of KO during its history? How do theyatd to semantic theory? Broughton et al. (2005)
suggested that the following traditions in KO aresimmportant to consider:

1. The traditional approach to KOS expressed by dlaaibn systems used in libraries and
databases, including DDC, LCC and UDC

The facet-analytical approach founded by Ranganatha

The information retrieval tradition (IR)

User oriented / cognitive views

Bibliometric approaches

The domain analytic approach

Other approaches. Many other approaches have hggested. Among them semiotic
approaches, "critical-hermeneutical” approachesadirse-analytic approaches and genre-
based approaches. An important trend is also amasigon document representations,
document typology and description, mark up langaadecument architectures etc.

NooakwhN

Given that KOS essentially are semantic tools shdifferent approaches to KO reflect different
approaches to semantics. This connection can @aanbwered briefly here. The traditional
approacho classification introduced the principle of taey warrant and thus based the semantic
relations in the scientific and scholarly literauihis was (and is) often done on positivist
premises: The scientific literature is seen asasgmting facts about knowledge and structures in
knowledge and that subject specialists are ahbeaioe true and objective representations of in KO
(thus tending to neglect conflicting evidence amebties). The facet analytic approdehds to

base KO more on a priory semantic relations. Ittho@ology is more based on the application of
(logical) principles than on the study of evidemtéteratures (although this is also to some degre
visible in the tradition). The IR traditiosees the semantic relations as statistical restetween
signs and documents. It is atomist in the sendatttlaes not consider how traditions, theories and




discourse communities have formed the statistiatibpns it observes. User-oriented and cognitive
viewstend to replace literary warrant with empiricagéustudies and thus to base semantic relations
on users rather than on the scientific literatlitee bibliometric approacbonsiders documents to
be semantically related if they cite each othes,lming co-cited or bibliographic coupled. Again
are the semantic relations based on some kindeoty warrant, but in a quite different way
compared to the traditional approach. The domaailyéic approacts rather traditional in its
identification of semantic relations based on éitgrwarrant. It is not positivist, however. It regga
semantic relations as determined by theories arstleepologies, which more or less influence all
fields of knowledge. Many recent approaches to KCGuding semiotic and hermeneutic
approaches may be regarded as related to the d@malytic approach.

What is indicated above is that different approadieKO imply different views on
semantics. This is, however, a point that has aehlzonsidered in the literature before.

Semantics and the philosophy of science

Different theories and epistemologies are more@ss tonflicting and may be more or less fruitful
(or harmful) for information science. It is impantao realize this and to take the risk defending a
particular theory. If this is not done the viewslwever be sufficiently falsified, confirmed or
clarified. In the process of defending a particwiaw, one has to find out, what other views are
consequently rejected. As the pragmatic philosapbleggest: In order to make our thoughts clear
we shall ask: What practical consequence doeskemédether one or another view is taken as
true? (Or whether one or another meaning is takdrua?). If no practical implications follow, our
theory (or meaning) is of no consequence and thusmportant.

Peregrin (2004) suggests that the two main paragligraemantics are the one developed by logical
positivists such as Rudolph Carnap (and the youritg#vistein) on the one hand and the one
developed by pragmatic philosophers such as Jolepénd related to, among others, the late
Wittgenstein) on the other hand. The positivist aetits suggests that expressions 'stand for'
entities and their meanings are the entities stooldy them. The pragmatic semantics suggests
that expressions are tools for interaction and tmeianings are their functions within the
interaction, their aptitudes to serve it in thestictive way$.

This dichotomy is also used by Hjgrland & Nisseddtsen (2005) about the
foundation of a theory of classification for infaatron retrieval. Their arguments may be
summarized as follows:

1. Classification is the ordering of objects (onqesses or ideas, whatsoever) into classes on
the basis of some properties. (The same is thevdase terms are defined: it is determined
what objects fall under the term).

2. The properties of objects are not just "giveut' &re only available to us on the basis of
some descriptions and pre-understandings of thigjgets.

3. Description (or every other kind of represetatiof objects is both a reflection of the
thing described and of the subject doing the deBoni. Descriptions are more or less
purposeful and theory-laden. Pharmacologists, ¥anmle, in their description of chemicals,
emphasize the medical effects of chemicals, wheémag" chemists emphasis other things
such as their structural properties.

2 In the sociology of science is the debate betwesaning finitism" and "meaning determinism" a teth
theoretical discussion. (Cf., Barnes, 2002; BId®&97, pp. 1-3 & 9-11; Haukioja, 2005; Klaes, 200&;sson, 2003
and Weber, 2005). An important critique of senmatsumptions generally made in science is H&685).



4. The selection of the properties of the objettise classified must reflect the purpose of the
classification. There is no "neutral" or "objectiweay to select properties for classification
because any choice facilitates some use whileeagdme time limits other use.

5. The (false) belief that there exist objectivigecra for classification may be termed
"empiricism" or "positivism", while the belief thatassifications are always reflecting a
purpose may be termed "pragmatism”. The papeusdh argument for the pragmatist way
of understanding.

6. Different domains (chemistry and pharmacologgymeed different descriptions and
classification of objects to serve their specificgose in the social division of labor in
society. The criteria for classification are thesgrally domain-specific. Different domains
develop specific languages (LSRisat are useful to describe, differentiate andsfg objects
in their respective domain.

7. In every domain different theories, approachesrests or "paradigms” exist, which also
tend to describe and classify the objects accorttiieir respective views and goals.

8. Any given classification or definition will alwa be a reflection of a certain view or
approach to the objects being classified. @rom §200r example, shows how different
library classifications are reflecting differenews of the Arts. Ereshefsky (2000) argues that
Linnaean classification is based on criteria thatgae-Darwian and thus problematic.
Sometimes, however, a given classification seer® ionmune to criticism. This may be the
case withthe Periodical Systemwf Chemistry and Physics. Such immunity is caused b
strong consensus in the underlying theory.

9. A given literature to be classified is alwaysere or less - a merging of different domains
and approaches/theories/views. Such different vieasg be explicit or implicit. If they are
implicit they can be uncovered by theoretical ahdgsophical analysis.

10. Classifications and semantic systems that doeomsider the different goals and interest
reflected in the literature of a given domain gresitivist". The criteria for classification
should be based on an understanding of the spgaifits, values and interest at play. They
are not to be established a priory, but by "litgraarrant”: by examining the literature. This
cannot either be done in a "neutral” or "objectiw&y, but may be done more or less
gualified by considering the different arguments.

In her reply Sparck Jones (2005) acknowledges thgnpatic point of view. Her final suggestion is,
however:

"At the same time, one of the most important teghes developed in retrieval research and
very prominent in recent work, namely relevancelbaek, raises a more fundamental
guestion. This is whether classification in thesamtional, explicit sense, is really needed for
retrieval in many, or most, cases, or whether laaion in the general (i.e. default) retrieval
context has a quite other interpretation. Relevd@edback simply exploits term distribution
information along with relevance judgements on \@dwlocuments in order to modify
queries. In doing this it is forming and using aplicit term classification for a particular
user situation. As classification the processdractt and minimal. It indeed depends on what
properties are chosen as the basic data featugesimple terms and, through weighting, on
the values they can take; but beyond that it assweey little from the point of view of
classification. It is possible to argue that foleast the core retrieval requirement, giving a
user more of what they like, it is fine. Yet itasrtainly not a big deal as classification per se:
in fact most of the mileage comes from weightingdAow large that mileage can be is what



retrieval research in the many experiments dortednast decade have demonstrated, and
web engines have taken on board." (Sparck Jon85s)20

We agree that meanings and classification criemeamplicit in the literature to be retrieved, as
outlined above. Spark Jones asks "whether claggditin the conventional, explicit sense, is reall
needed for retrieval"? Our answer to this quessdhat any retrieval mechanism (and also any
definition of "relevance") is never neutral, bualgvays considering some interests at the expense
of other interests. To make a distinction betwaethwiews is to make a kind of classification,
which is thus always necessary. To believe in artieal solution employing "relevance feedback™
is a fallback to the positivist failure. The visiohautomated feedback and value-free systems is
tempting but based on problematic philosophicalieggions.

This ARIST chapter is based on the pragmatic utaedsng of concepts, meaning
and semantics. This perspective may be able teeaddundamental problems in KO and IR from a
new and promising angle. The theoretical poinhaf paper is the view expressed by the American
philosopher Hilary Putnam. He aptly gives a réswiidis criticism in a paper with the classical
title “The meaning of ‘meaning’:

“Traditional semantic theory leaves out only tvemtributions to the determination of
extension — the contribution of society and thetgbution of the real world!” (Putnam,
1975).

Putnam is also known as a philosopher in the pragrradition. We may thus list three
characteristics by his (and our) philosophical poirdeparture:

e The focus on the relation between meaning andeahleworld (realism)
e The focus on the functional/pragmatic nature of meg (pragmatism)

e The focus on the development of meaning in a seoialext (historicism and meaning
collectivism/holism).

We can say with Putnam that these principles haea bery much ignored in semantic theory and
we can add that they have also been very muchegdnarfields like Information Science that - as
shown above - is very depending on semantics.

Semantics and subject knowledge

Advanced semantic tools demand proper subject lediye for their design and administration as
well as for their use and evaluation. This folldwsn the realist philosophical position formulated
above: knowledge of semantic relations betweengeaguires world knowledge about the
relations between the objects that the terms teféfou cannot determine the semantic relations
between the words “Copenhagen” and “Denmark” unjessknow that Copenhagen is a part of
Denmark.

This has been well known in research librarieslabtlographical databases as well
as in education for librarianship. The Medline thatse, for example, demands: “A prospective
indexer must have no less than a bachelor's dageebiomedical science, and should also have a
reading knowledge of one or more modern foreigguages. An increasing number of recent
recruits hold advanced degrees in biomedical seeh¢National library of Medicine, 2005).

Concerning the construction of ontologies forg&thnology, Bada et al. (2004)
writes:



“One of the factors that account for GO’s [Genedbdy’s] success is that it originated from
within the biological community rather than beirgated and subsequently imposed by
external knowledge engineers. Terms were createddse who had expertise in the domain,
thus avoiding the huge effort that would have beeuired for a computer scientist to learn
and organize large amounts of biological functiandrmation. This also led to general
acceptance of the terminology and its organizatighin the community. This is not to say
that there have been no disagreements among lstdamyer the conceptualization, and there
is of course a protocol for arriving at a consenshen there is such a disagreement.
However, a model of a domain is more likely to @ynf to the shared view of a community if
the modellers are within or at least consult targeé degree with members of that
community”.

The above quotations do not represent a new vidwgady Richardson and Bliss considered the
implications of the need of subject knowledge fdu@ation in librarianship and information
science when they wrote:

“Again from the standpoint of the higher educatidribrarians, the teaching of
systems of classification . . . would be perhapgbeonducted by including courses
in the systematic encyclopedia and methodologyl ¢fi@ sciences, that is to say,
outlines which try to summarize the most recentltesn the relation to one another
in which they are now studied together, ....” (Btn@ushing Richardson, quoted
from Bliss, 1935, p. 2).

M Lynne Murphy provides a linguistic investigatiohsemantic relations. Her conclusion is:

“Plainly, the topic of lexical semantic paradignasmot been exhausted, and the
metalinguisic approach discussed in this book giigesto a number of new directions for
lexicological research. It fits with (and exploitsgeneral trend in linguistic research to
appreciate the particular relations that languanggges in: the relation between language
and context, language and conceptualization, lageaad linguistic behavior. While
[Leonard] Bloomfield (1985[1936]) argued that lingis should ignore meaning because it

is not properly “linguistic,” to hold such a posit in the current disciplinary context is
untenable, since many if not most (if not all) ligfic phenomena cross boundaries between
the linguist, the conceptual, and the communicativéhe case of lexical relations, this
means that those who study it are not just linguistit metalinguists.” (Murphy, 2003, 242).

The domain analytic view in information sciencamsattempt to provide subject knowledge within
the borders of LIS and in a way that still makgsossible to have a clear identity as information
scientist (cf., Hjgrland, 2002a). If librarians anfbrmation specialists are taught the contera of
paper such as @rom (2003), this should provideteheasis for all kind of information work
related to the domain of Arts. In addition it shebpkovide certain possibilities to generalize tioent
domains. In this way information specialists magvide knowledge, which is both domain specific
and allow LIS to have a specific identity.

Domain knowledge is not only a problem for infotroa science, but also for
linguistics and many metasciences (such as cogrstilence and the sociology of science). Much
cognitive and linguist theory regarding conceptsaning and semantics is strongly constrained by
attempts to avoid “world knowledge”.



That subject knowledge is important have theaasétioplications for how concepts
should be defined and semantic relations determmbdther by human or by machine). It has
implications for an answer to the question: Whatkof information is needed in order to
determine the semantic relations between two té&rmasd B? This question will be considered in
the next section.

Semantics and its “warrant”

Theories of semantics should be formulated in waysch provides methodological implications
for how to determine meanings and relations in sgim#ools such as thesauri and semantic
networks. Often such implications are not cleanctwimakes the theories vague and less fruitful.
Murphy (2003, p. 111), for example, writes: "Frame WordNet literature available, it is often
difficult to determine the bases on which desigaislens in WordNet are made. For example,
Miller (1998b) notes that Chaffin et al. (1988)miiéed eight types of meronymy and lIris et al.
(1988) distinguished four types, but he does ndicate how it was determined that WordNet
should distinguish only three types". Similarlysitoften unclear on what bases specific decisions
are made in classification systems such as DD@ thrdsauri such as "Thesaurus of Psychological
Index Terms" (T ed.: Kinkade, 1974;"8ed.: Walker, 1997).

Frohmann (1983) is a paper about the semantic badisheoretical principles of
some classification systems. One of the importagritmis that it is one of the rare papers showing
that problems in classification should be seenraklems related to semantic theories. Concepts
such as “dog”, “cat”, “whale”, “pike” and “owl” make grouped or classified in different ways.
“For example, one principle of division divides et according to nocturnal and diurnal
characteristics. In this case, “cat” and “owl” bajato the first category, and the other terms o th
second. Another principle of division separates maMs from non-mammals. In that case, “dog,”
“cat” and “whale” belong to the first category, whas “pike” and “owl” belong to the second.
Other divisions may be recognized (e.g., “land tness,” “water creatures” and “flying
creatures”).” (Frohmann, 1983, pp. 15-16).

Frohmann presents two semantic theories. Thedinstis that the categories to which
a concept belongs are givampriory as part of the “meaning” of the term for that agpic The
second one is that the categories to which a caledpngs must be found in the specific literature
or discourse, of which the associating term isra @onsequently the semantic relations are not
givena priory, but area posteriori This distinction has implications for classifiicet theory.
Frohmann demonstrates that Austin’s PRECIS sysésnarf example) is open to an argument from
Wittgenstein'’s later philosophy of language. Acéogto Frohmann the implication might be that
systems of KO cannot be both machine-compatiblesaleduate, as Austin claimed (although he
does not rule out other ways to construe systeatsatie both machine-compatible and adequate if
based on other principles than those provided bstiA)

Thus a basic problem in KO is related to the probbf whether semantic relations
area priory or area posteriori:whether they can be known before examining theslitee or only
after such an examination. What kind of literarynaat (or other kind of warrant) is needed in
order to identify semantic relations and to classdncepts?

This question is also decisive for the questiooudithe possibility of universal
solutions to KO becauseposteriorirelations are unlikely to be universal. According=rohmann
the Classification Research GrogPRG) in England realized that semantic relatiaresa
posteriorirelations and have to be determined by examiniagfecific disciplinary literatures one
after another. Neither Frohmann himself, nor ttexditure from CRG and Bliss Bibliographical
Classification is, however, especially specific atorecisely howoncepts should actually be
defined and their relations identified. Althouglisittorrect that the CGR (and the Bliss




Classification System™2ed.) work on the basis of examining specific &teres, it is not clear (at
least to this author) to what extent semantic i@igtare taken from the literature to be classified
are put down over that literature. My opinion iattthose systems are based mora pniory
principles than Frohmann suggests. There is a t@ydeithin the whole facet-analytic tradition to
work with universal categories like time and spand to classify the literature in relation to such
pre-established categories. | believe this wiltlearer when we analyses different theories of
concepts and semantics below.

Let us look for some theoretical possibilities atbine nature of concepts and
semantic relations. They might be:

a) Query/situation specific or idiosyncratic

b) Universal, Platonic entities/relations

c) “Deep semantics” common to all languages (oefiaht in cognitive structures)
d) Specific to specific empirical languages (e\ge8ish)

e) Domain or discourse specific

f) Other (e.g. determined by a company or by a wkp, “user oriented”)

Before discussing these possibilities separatélyddrave some general considerations concerning
the nature of semantic relations. Semantic relatae often displayed in standard lexica, for
example, inLongman Synonym Dictiona($986) and in WordNet and in similar semantic sodtl
is well known, however, that, for example, synonyares seldom synonyms in all contexts, but just
in some contexts. It thus becomes important ndtittkk of semantic relations as just “given”, but to
ask: ‘When are two concepts A and B to be considered synonyms? (or homonyms or otherwise
semantically related). When is a semantic relation?'. We should again ask the pragmatic question:
What difference does it make whether or not, invargsituation, we choose to consider A and B
semantically related in a specific way? This mayklstrange, given that many semantic relations
seem intuitively “given” or authoritatively estafied in standard dictionari€’s.

This relativity of meaning is also evident fromd2g & Richard's (1923famous
triangle of meaning:

% Some texts (e.g., Foskett, 1977 and Dahllof, 1@@%ine semantic relations as stable and diffefremt “syntactic
relations” (Foskett, 1977, p. 72) or from pragmatiations (Dahlloéf, 1999, p. 44). This is not etardance with the
theoretical view put forward in the present paped would make the question: “Whisna semantic relation?”
meaningless.

* Sowa (2000) writes about Ogden & Richards' (19@8hgle of meaning: "The triangle in Figure 1 ladsng history.
Aristotle distinguished objects, the words thaergb them, and the corresponding experiencesipsyxché Frege and
Peirce adopted that three-way distinction from title and used it as the semantic foundation feir ystems of
logic. Frege's terms for the three vertices ofttlangle wereZeichen(sign) for the symbolSinn(sense) for the
concept, andBedeutundreference) for the object.”
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THOUGHT OR REFERENCE

Stands for
SYMBOL (an imputed relation) REFERENT

The Ogden and Richards (1923) semiotic triangle

The triangle implies that the referermiean expression (a word or another sign or syinbol
relative to different language users: With the iaontogy of Peirce: "A sign, arepresentameris
something which stands to somebody for somethirspme respect or capacity. It addresses
somebody, that is, creates in the mind of thatqreas equivalent sign, or perhaps a more
developed sign. That sign which it creates | dalimterpretantof the first sign. The sign stands for
something, it®bject[or referent]. It stands for that object, not ihrakpects, but in reference to a
sort of idea, which | have sometimes calledghmundof the representamen.” (Peirce, 1931-1958,
2, 228).

Concerning a) Query/situation specific or idioswtr semantics
""When| use a word," Humpty Dumpty said,
in rather a scornful tone,
"it means just what | choose it to mean—
neither more nor less."
"The question is, "said Alice,
"whether youcan make words mean
so many different things."
"The question is," said Humpty Dumpty
"which is to be master—that's all.""
Carroll (1899)

It is important to keep in mind that concept deteation and semantic relations are to be used in,
for example, query expansion (automatic or maraslyell as in query precision and query
formulation. In a way it is the specific "informati need" that determines which relations are
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fruitful and which are not fruitful in a given selirsession. A semantic relation that increasedlreca
and precision in a given search is relevant in $itafition. Creative information searchers do just
that: They provide search strategies that bring/dod a fruitful set of identified documents by
combining terms in unusual ways. Different termg/in@ combined using the Boolean operator OR
in a given search. By implication are they regarade@quivalent terms (or synonyms) in the
situation disregarding that they are normally rmsidered synonyms. For example are antonyms
and contrasts different from synonyms. In informatretrieval it is, however, often useful to search
antonyms because given phenomena are often discunssaation to their opposites. The
implication is that in a given search it might s=ful to regard antonyms as synonyms.

This pragmatic point of departure is importankéep in mind in developing a theory
of concepts and semantics. Semantic relationsetave to a given task or situation and a given
user of semantic relations may not share the saemeof what terms are equivalent compared with
people using the terms for other tasks. On therdthid is it clear that if we base a semantic theor
on an individual/idiosyncratic view of concepts a®inantics, then it is not possible to design
systems for more than one user or situation, wisiebsurd. We need more stable principles on
which to determine semantic relations. We needvaaséc theory about the meaning of words in
forms of typified practicesKnowledge about semantics in typified practiceg/rinen be used by
information searchers in one way or another in otadénclude or exclude certain documents.

Concerning b) Universal, Platonic entities/relation

Mathematicians are, probably more than other psadesls, relatively often Platonists. They
believe that the mathematical concepts suchra@hi) have always existed and have just waited
to be discoveredn” is semantically related to the “radius” and tipetimeter” of a “circle”
(because it is defined as the relation betweerethoacepts). This semantic relation is universal
and_given(although the symbols chosen are conventionaljoAting to Platonism, the
meaningfulness of a general term is constitutedsogonnection with an abstract entity, the
(possibly) infinite extension of which is determihi@dependently of our classificatory practices.
(cf., Haukioja, 2005)

The question for us is: Is it alsopriory in the sense Frohmann (1983) meant? It may
be sufficient to say that the semantics of, fomegle, mathematical concepts are not just given by
intuition by the individual indexer. They have te thetermined by considering the mathematical
literature (or people educated in that literatuEa)en if the basic method in mathematics is a kind
of rational intuition this does not imply that semtia relations in mathematic should be considered
to be givera priory in knowledge organization.

Concerning c) “Deep semantics” common to all lamgasaor inherent in cognitive structures (a
priory relations).

Much research on semantics is based on the assuntipat concepts are somehow
“hardwired” to our mind or brain, for example, inreso-called “mental lexicon”. This is perhaps
most clearly seen in research on color concepts.

The bookBasic Color Terms: Their Universality and Evoluti@erlin & Kay, 1969)
has had a big impact on the view of color termghat book the authors claimed the universality
and evolutionary development of eleven Basic Coknms (BCTs): The following characteristics
of this universalist view is written by one of thmin critics of that view, Barbara Saunders (2000):
“[T]he relation between Munsell, the workings oéthisual system, and the colour naming
behaviour of people, is so tight it can be takebhd@ causative law. Diversity of colour-naming
behavior is defined as a system-regulated stal@litgced by Evolution. The full lexicalisation of
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the human colour space is designated EvolutionegeSSeven, as in American English; languages
below this level are the fossil record”.

Berlin & Kay's (1969) view of color concepts isntasted with a cultural-relative
view in which our color concepts (and semanticganeral) are not supposed to be determined
primarily by our visual system, but by our relativeeds to act in relation to the coloured
environment. “Sociohistorical psychology emphasthesfact that sensory information is selected,
interpreted, and organized by a social consciogsierception is thus not reducible to, or
explainable by, sensory mechanisms, per se. Sépiosf, Vygotsky, and Luria all maintained that
sensory processes are subordinated to and subsuthed"higher" social psychological functions.
“(Ratner, 1989,

We may thus conclude that the universality of ctdéoms is controversial. The
dominant view is cognitivist and maintains the @msality of concepts, while a well-argued
minority maintains a relativist view of color comts. This last view is related to the pragmatic
view.

A certain version of “deep semantics” is the tlyaafrsemantic primitives according
to which every word can be broken up into primitkeznels of meaninggemantemeg&lso called
semantic featuresr semantic componentsSemantemes are terms that are used to explan ot
terms or concepts, but cannot themselves be expldiy other terms. The process of breaking
words down into semantemes is knowrtasiponential analysiand has been most often used to
analyze kinship terms across languages. The comgmaee often given in more detail. For
instance, kinship terms like those shown below mingtve three components: sex, generation, and
lineage. Sex would be male or female; generationladvbe a number, with O = reference point's
generation, -1 = previous generation, +1 = nexegaion; lineage would be either direct, colineal
(as in siblings) or ablineal (as in uncles and sjunt

Word Semantemes
Father male + parent
Mother female + parent
Son male + offspring
Daughter  female + offspring
Brother male + sibling
Sister female + sibling

Cruse (2001, p. 8758) characterizes the theorgmfsitic primitives an “influential approach,
much criticized but constantly reborn”. He alsotesi(p. 8759): “In the earliest versions of
componential analysis, the components were the imgsof words, and the aim of the analysis
was to extract a basic vocabulary, in terms of Wiaik non-basic meanings could be expressed.
Generally speaking, the features recognized byeeadholars had no pretensions to universality,
and indeed were often avowedly language-specifiteiLscholars aimed at uncovering universals
of human cognition, a finite "alphabet of thougAttessible introductions to componential
analysis can be found in Nida (1975) and Wierzb(d@a®6).” According to Sparck Jones (1992, p.

> Regarding relativism in color concepts see in aoldito Ratner, 1989 also Goodwin, 2000, Lucy, 19R&erson,
Davies & Davidoff, 2000 and Saunders, 2000.
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1609) was this theory influential in early thesauconstruction: “A thesaurus was seen as
providing a set of domain-independeemantic primitives

Theories about “innate ideas” (including concegtd semantic relations) have roots
far back in the history of philosophy and are gaifarly connected to the rationalist philosophers
(like Descartes and Leibniz). The theory of sentamtimitives is also related to “logical atomism”
(Oliver, 1998), versions of which were put forwdgl Wittgenstein, in higractatus Logico-
Philosophicug1921) and by Bertrand Russell (1924) both of Whiere affiliated with logical
positivism. (As is well known Wittgenstein laterastged his view towards a more holistic and
pragmatic view of language). In linguistics Chomsiag been the main representative of this
rationalist philosophy. The theory is similar tews put forward in LIS, e.g. in thesauri and in the
facet-analytic tradition founded by Ranganathawels as in “formal concept analysis” (cf., Priss,
2005).

Although this theory is dominating in the literegy(and associated with the cognitive
view), | do not find it plausible or fruitful forrowledge organization. First, the arguments that
have been raised against it by the researcherdonedtabove seem plausible. Secondly, the
semantic relations in knowledge organization arstiyi@ product of scientific ontological models.
The relations between chemical elements, for exangpe not hardwired in our brains but are
discovered by chemical researchers why the corigiruof KOS has to identify the semantic
relations in the subject literature rather thapsgchological studies.

Concerning d) Semantics specific to given empiri@ajuages

A paper by Hedlund et al. (2001) is titled “AspestsSwedish morphology and semantics from the
perspective of mono- and cross-language informagtimeval”. The implication of what is said in
the title is that the Swedish language has a semdmither words: Semantic relations are
structural relations attributed to different emgatilanguages. This view is also evident in the
literature about structural linguistics. As demoatsd in the figure below the English word “tree”
has not the same meaning as the Danish word “@G#&n languages are structures in which the
words classify the world differently.

English | *German | *Danish | *French Italian Spanish
Tree Baum  |Trm arbre albero | Arbol
legno Lefia
Wood Holz '
bois Madera
Woods skov bosco Bosque
Wald
Forest forét foresta | selva

Cultural relativity in word meanings
Originally presented by the Danish structural lisgjlLouis Hjelmslev, 1943.
Extended by information from Buckley (2001).

Also many techniques in computational linguisting aatural language processing (NLP) are based
on structures that are specific for a given languddpe commercial program Connexor is described
in the following way: “It gives a semantic interpagon of the syntactic structure, which means that
many language-specific patterns are normalizedekample, the Machinese representation of the
sentence “A book was given to John” shows the natiooles object and indirect object that
correspond to the similar roles in “Somebody gaenJa book™. (Connexor, 2003-2004)
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The focus of differences between different natlaajuages has been fruitful also for
information science. Research such as Hedlund €@01) has provided knowledge, which is very
fruitful in relation to information retrieval. Noodibt about that. On the other hand knowledge
organizing systems (for example the UDC) are ag@ieross many languages and developed field
by field. Semantic structures may be establishatifiarent domains and may diffuse into general
languages. Our conceptions of uranium and radiunglradioactive materials are based on
scientific discoveries made within physics and froene transferred into general language.
Semantic structures in LIS cannot be establishsidyy the study of natural languages because
domain-specific knowledge is demanded.

Concerning e) Domain or discourse specific semantic
We have already described how pragmatism view gesnrs and conceptions of objects as always
made from certain perspectives and from certairupderstandings and interests. This principle is
also emphasized in, among other epistemologiemdreutics and Thomas Kuhn's theory of
scientific paradigms. Although objects have objexproperties the representations of those
properties in languages and concepts are always ardess “subjective” or “biased” by
individuals, social groups or by different culturBsfferent human interests emphasize different
properties of objects: pharmacology and chemistryexample, emphasize different properties of
the same chemical elements (a chemical databadeasimps structural descriptions while a
pharmacological database emphasizes medical gffects

The implication is that semantic relations in gindascriptions are reflecting some
human interests: Pharmacology as a domain or disemommunity emphasizes for example those
semantic relations that are related to medicateffand side-effects. This does not imply that all
semantic relations are domain-specific. Pharmagodésga domain is heavily depending on
chemical research and the two domains share margepts and semantic relations. Still, parts of
their descriptions contain descriptions and semagtation that is a reflection of the specific [goa
of their respective domains.

How are the basic semantic structures determinddma domain? Frank C. Keil
outlines some important developments in theoriesiaboncepts and semantics:

“The history of all natural sciences documentsdiseovery that certain entities that
share immediate properties nonetheless belondferetit kinds. Biology offers a
great many examples, such as the discoveries thattids and whales are not fish but
mammals, that the bat is not a kind of bird, thatglass “snake” is in fact a kind of
lizard with only vestigial limbs beneath its skin.the plant kingdom it has been
found, for example, that some “vegetables” ardydalits and that some “leaves” are
not really leaves. From the realm of minerals dethents have come the discoveries,
among others, that mercury is a metal and thatnisgecompound.

In almost all these cases the discoveries foll@walar course. Certain
entities are initially classified as members ofredkecause they share many salient
properties with other bona fida members of thatikand because their membership is
in accordance with current theories. This clasaiit; may be accepted for centuries
until some new insight leads to a realization thatentities share other, more
fundamentally important properties with a differ&mtd not with their apparent kind.

Sometimes it is discovered that although the foref#tal properties of
the entities are not those of their apparent kinely do not seem to be those of any
other familiar kind either. In such cases a newotégcal structure must develop that
provides a meaningful system of classification.
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There are many profound questions about whencawksy will have a
major impact on a scheme of classification, butagely a major factor is whether that
discovery is made in the context of a coherentalahgory in which the discovered
properties are not only meaningful but central”i(KE89, p. 159).

The quotation shows that concepts and semantictstas depend on our world-views and theories,
including those determined by scientific discoverigis also supportive for a scientific realism,
that science uncovers deeper and deeper layeealdyrand in the process has to change our
theories, concepts, classification schemes andrg@saSuch a view is very different from
prevailing views that concepts are inherent inrtiied or in specific languages.

In the literature of any domain are different thes and epistemologies at play (cf.,
“Domains” in Hjgrland & Nicolaisen, 2005). In soroases (e.g. in psychology) there exist different
“schools” or “paradigms” side by side with their myournals (cf., Hjgrland, 2002b). In most cases,
however, such different epistemologies or “paradigare not self-conscious, and do not have
formally established information sources and comigation structures. In the case of medicine, the
movement known asvidence-based medicingay be considered a “paradigm” but there are no
self-conscious alternative paradigms in medicirtgictvchallenges this viwin such cases the
existence of different “paradigms” have to be desti@ted by analyzing different methodologies
and assumptions made in the field and studiesfigrdnt “paradigms” (e.g. by using bibliometric
methods) are much more difficult to perform. A wiakhypothesis is that different theories,
background assumptions and “paradigms” are atiplapyfield of knowledge (although, of
course, the degree of consensus varies from facligld, why different views may be almost absent
in some fields).

The meanings of given words or symbols are mastlyenced by the dominant view
or paradigm within a given domain or discourse. Attgmpt to change the dominant view implies
a need to reconsider the meanings. Often thistislaar to the users of those words and symbols:
they may use terms and symbols with meanings thaiteract what the users try to accomplish.
When the need to redefine symbols has becometdéiae users, they may choose to use a
different term or to continue to use a term wittoanewhat different meaning. In this way
meanings are linked to different views, interesis goals, and terms should generally be
considered polysemolisAttempts to standardize terminology may unwithjrsuppress certain
views. This problem is, for example, important tmsider in relation t@he Unified Medical
Language SystefMLS) project. Campbell et al. (1998) shows hoWMS have integrated the
concept “Aspirin” from two different source-thesadihey write:

"It is obvious that the intension associated witkran in a source terminology is represented
at least in part by its location in a hierarchy aygdlecisions made regarding synonyms and
non-synonyms. Aspirin in the CRISP Thesaurus iseartcal; it is also a centrally acting
drug that has antirheumatic, anti-inflammatory,lgesic, and antipyretic properties.
Similarly, the UMLS equivalent of aspirin in SNOMERBcetylsalicylic acid, is a chemical. It
is also a drug with several of the same propettiatit has in the CRISP Thesaurus: Itis a
centrally acting agent, an analgesic, and an amiggy On the other hand, in SNOMED,
acetylsalicylic acid is not synonymous with two@tlyMLS equivalents of aspirin, Easprin
and Zorprin, because the first is a generic drufjtha other two are proprietary drugs. Thus,
in SNOMED, the intension of aspirin is clearly nlo¢ same as the intension of Easprin, yet
aspirin and Easprin are linked to the same CUhdy even be argued that there are subtle

® Perhaps "Narrative based medicine" (Greenhalghutitz, 1998) should be considered a competinggigna.
" This is clearly seen in the German tradition oéBiffsgeschichte” to be introduced below.
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differences in the intension of aspirin in CRISEI &NOMED, yet these differences are
obscured or lost when one moves from the sourcainefogy to the CUL." (Campbell et al.,
1998).

How a term like "aspirin” should be defined and ethsemantic relations should be assigned in a
given KOS is thus not an objective fact, but a tjoaselated to the purpose of that KOS. As
Campbell et al. (1998) write: "In that discussioa moted that most clinicians would probably not
consider these three concepts [aspirin, AspergaohEgotrin] interchangeable in the prescriptions
they write. However, we also assert that from spoussible perspectives, such as when we are
concerned primarily with medication allergies, mgvthese concepts all linked to the same
extension makes perfect sense.” In this way semdatisions, such as whether aspirin, Aspergum,
and Ecotrin should be considered synonymous teawe to be decided by considering the
consequences such as whether these substanceslmstute each other for the purpose that the
KOS is designed to accomplish.

The implication of different “paradigms” for kno@dge organization and semantics is
that any bibliography of a certain size must comfraonflicting ways of defining concepts and
determine semantic relations. “Literary warrantédmot mean just to identifytext from which
semantic relations may be inferred. The task isnadly to negotiate between different claims put
forward in different texts and to select the onbich have the highest degree of cognitive authority
or is considered best in relation to the goal efKIDS. The information scientists producing a kind
of KOS have to negotiate between different viewsenay less visible in the literature to be
indexed. In practice this is often not done, howeVle DDC, for example, claim to be based on
the principle of literary warrant (Mitchell, 2004, 217). However, as Miksa writes: “It should also
be mentioned that a kind of solution have beenrange as many categories as possible in orders
that reflected some kind of consensus among expetthereafter simply doing something
“practical” with the remainder. This appears tod@een an approach characteristic of the DDC
and the UDC as they developed over the years.”®]ik894, p. 149).

Systems like the DDC are conservative becausaiitesonomic to make deep literary
investigations and to change the system and incpdat to reclassify books. Systems of this kind
have to weight the advantages of an updated syistaotordance with literary warrant on the one
side and on the other side being a standard, whichly changed reluctantly. One may also say
that such systems have to weight between beingg@amal tool for the information seeker and a
practical tool for the library manager. For thediyeof information science it is nonetheless
important to describe the principles of designipgraal search tools. And such principles have to
deal with conflicting criteria of literary warrant.

Example Shouldsocial psychologbe classified with psychology or with sociology?
Bibliometric arguments might claim that psycholagiare dominating in social psychology, why it
should be classified with psychology. Theoreticgguanents might claim, however, that explanation
of social psychological phenomena need to be fadimlsociological theory, why is should be
classified with sociology. Historical and bibliometstudies show that there are actually two social
psychologiespsychological social psychologsainly experimental) ansbciological social
psychologyEach of those social psychologies has its owmsa®y textbooks, journals etc., why a
third possibility would be to distinguish betweesyphological and sociological social psychology.
The point is that the kind of information presentede is necessary for any informed decision
about how to classify. Exactly the same kind ddimation would be helpful for the information
seeker (in order to discriminate between the twal&iof social psychology or in order to find
related information). If a semantic tool shoulddpgimized as a retrieval tool, such information
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about conflicting views of semantic relations shibloé available. This would imply that
classification research made such alternativebleisn the literature and that the construction of
systems was based on such knowledge, with expdiigtences to and interpretation of literary
warrant. One can say that the more is investel@sngning classification systems, the more benefit
for the user. Arbitrary solutions, easy soluticstandardized solutions or "practical solutions'friro
the administrative point of view does not provile information seeker with insights in the
structures of knowledge.

The implication of the existence of different “pdigms” is thus that any existing
KOS can be examined in relation to what views han@rity and what views are relatively
repressed. As demonstrated by @rom (2003) diffdf€@ such as the UDC and the DDC are more
or less biased towards different paradigms withirtl{is example) art studies. Although some
systems (e.ghe Arts and Architecture thesaujume easier to adapt to new tendencies therecare n
neutral platforms or criteria on which to base sifisations and semantic tools. Any semantic tool
may be more or less in harmony or in conflict whike views represented in the literature. Which
view should the designer choose? The majority vigdg?with psychological social psychology). It
is not possible to prescribe any view or any metioodelecting one. If this was possible it would
be possible to prescribe how to do science, whioktiphilosophers of science find impossible. The
only thing we can conclude is that a preconditibdesigning quality KOS is that the designer
knows the different views and is able to provideasonably informed and negotiated solution. In
addition the designer of KOS should provide pragereatalyses of what goals the KOS is going to
fulfill.

The information scientists should ask the pragnatiestion: given the different
interests and “paradigms” in the field, what kimdsnterest should this specific system support?
What difference does it make whether some kindseofantic relations are used at the expense of
others? The most important task of the informapiosfessional is probably to make the different
interests and “paradigms” visible in the first hanarder to enable the user to make an informed
choice.

f) Other kinds of warrant
In KO as well as in information science in genersgr-oriented and cognitive theories have
flourished for some time. Do kinds of “user wartragist with regard to semantic relations?
Beghtol (1986) discusses the following kinds of naat:

e Literary warrant & terminological warrant

e Scientific/philosophical warrant

e Educational warrant

e Cultural warrant
She does not, however, discuss “user warrant’igygaper and it is also difficult to imagine that
the establishing of relations between term A argh8uld be determined by investigating users (e.g.
that the classification of whales as mammals shbaldetermined by users rather than by experts).
In the case of popular music (Abrahamsen, 2003gxiperts on genre are generally not the
musicologists because too few of them have speetin this field. It is closer to the users' own
expertise, but probably journalists are among #wpfe determining and naming new genres (and
thus meaning and semantics). Other kinds of warreyt exist. Albrechtsen & Mark Pejtersen
(2003) claim a sort afvork domainwarrant. This view may represent a tendency téepaal
sources to written sources in information scie@ml and written sources need the same kind of
interpretation and argumentation. Information stc#ts may feel safer if they rely on "experts"
compared to documents, but relevant documents @itenvby experts and are just as valid sources,
if not more so.
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Semantic relations

Semantic relations are the relations between cascemeanings or senses. The concept [school]
should be distinguished from the word ‘school’.fj8al] is a kind of [educational institution]. This
indicates a hyponymous or hierarchical relationgt@fween two concepts or meanings, which is
one kind among a long range of kinds of semantations.

The concept [School] may, for example, be exprebydtie terms or expressions ‘school’
‘schoolhouse’ and ‘place for teaching’. The relati®etween ‘school’ and ‘schoolhouse’ is a
(synonym) relation between two words, while thatieh between ‘school’ and ‘place for teaching’
is a relation between a word and an expressionrdlagons between words are termed lexical
relationg. 'School' also means [a group of people who stamemon characteristics of outlook, a
school of thought]. This is a homonym relation: Tesemses share the same word or expression:
‘school’. Synonyms and homonyms are not relatlmgtsveen concepts, but are about concepts
expressed with identical or with different signs.

Relations between concepts, senses or meaningklstaitbe confused with relations between the
terms, words, expressions or signs that are usexpi@ss the concepts. It is, however, common to
mix both of these kinds of relations under the egatsemantic relations” (i.e., Cruse, 1986;
Lyons, 1977; Malmkjaer, 1995 & Murphy, 2003), whynepyms, homonyms etc. are considered
under the label "semantic relations" also in tlapey.

How many kinds of semantic relations exist? Isrthmber of semantic relations finite or infinite?
What determines this number?

In the quotation below (Rosario & Hearst, 20013 stated that there are
contradictory views in theoretical linguistics regiag the semantic properties of noun compounds
(NCs). Some researchers argue that there existsihset of semantic relationships that NCs may
imply. Others argue that the semantics of NCs caba@&xhausted by any finite listing of
relationships. Green (2001, p. 5-6) argues thainbentory of semantic relationships includes both
a closed set of relationships (including mainlyraiehical and equivalence relationships) and an
open set of relationships. Every time a new vexoised, for example, the potential for the
introduction of a new conceptual relationship aise

Is it possible to make an exhaustive list of semaetations? The answer is probably
that any relation between objects (or processesything else) may be reflected in languages
between the corresponding concepts. "Love" isaiogl between some people, e.g. Tom and Clare.
[Tom] and [Clare] are thus individual concepts vitte semantic relation ‘lové'(‘Tom’ and
‘Clare’ are words which may refer to other indivadliconcepts which do not share the same
semantic relations). The limit to the number ahaatic relations seems to be relations that nobody
have found interesting to conceptualize. If thiguanent is correct then the number of semantic
relations is infinite.

8 «Lexical Semantics is about the meaning of wordsh@ugh obviously a central concern of linguistit® semantic
behaviour of words has been unduly neglected irctineent literature, which has tended to emphasgrgential
semantics and its relation to formal systems oiclogCruse, 1986).

® Such relations could be drawn, for example, isémantic networks. See, for example, fig. 7 in MuC&.997).
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Different domains probably develop new kinds of aatit relations continuously. Rosario &

Hearst (2001) identified 38 semantic relations imitnedicine *°
"In this work we aim for a representation thatntermediate in generality between standard
case roles (such as Agent, Patient, Topic, Instniinand the specificity required for
information extraction. We have created a set latigns that are sufficiently general to cover
a significant number of noun compounds, but thatleadomain specific enough to be useful
in analysis. We want to support relationships betwentities that are shown to be important
in cognitive linguistics, in particular we intenal support the kinds of inferences that arise
from Talmy’s force dynamics (Talmy, 1985). It haeeh shown that relations of this kind can
be combined in order to determine the “directiagalbf a sentence (e.g., whether or not a
politician is in favor of, or opposed to, a propdgBiearst, 1990). In the medical domain this
translates to, for example, mapping a sentenceaimgpresentation showing that a chemical
removes an entity that is blocking the passagefloiidithrough a channel. The problem
remains of determining what the appropriate kindelations are. In theoretical linguistics,
there are contradictory views regarding the seragmtiperties of noun compounds (NCs).
Levi (1978) argues that there exists a small sseeofantic relationships that NCs may imply.
Downing (1977) argues that the semantics of NCaaidne exhausted by any finite listing of
relationships. Between these two extremes lies i&(1978) taxonomy of six major
semantic relations organized into a hierarchicalcstire.

We have identified the 38 relations shown ibl&€dl [omitted here]. We tried to produce
relations that correspond to the linguistic themgach as those of Levi and Warren, but in
many cases these are inappropriate. Levi’s clagget®o general for our purposes; for
example, she collapses the “location” and “timdatienships into one single class “In” and
therefore field mouse and autumnal rain belondpéosame class. Warren’s classification
schema is much more detailed, and there is sontapueetween the top levels of Warren’s
hierarchy and our set of relations.” (Rosario & i$€a2001).

Rosario & Hearst (2001) thus seem to support tee ¥hat the number of semantic relations is
infinite.

Semantic relations resemble commonly used gramata&iategories. Categories and
grammatical relations represent abstractions. dhadr example "love" may thus be seen as a
special case of "being affected” (An Aristoteliatiegory). Although the number of semantic
relations appears to be unlimited, in most cadesited number of generalized kinds are used in
practice.

In information retrieval the basic functions fonsntic relations may be conceived as contributing
to the increase of recall and precision. The inolusf synonyms and broader terms in a query
may, for example, contribute to increased recdik differentiation of homonyms and the
specification of terms may increase precisionhla tvay the widely use of standard semantic
relations used in thesauri may be explained funetly. There are, however, recommendations that
the number of relations should be expanded:

"The participants [in a NISO 1999 workshop on stadd for electronic thesauri]
recommended that a much richer, hierarchically mizgal, set of relationships be developed. .

1% Rosario & Hearst (2004) described the problemslired in distinguishing seven relation types betwte entities
"treatment” and "disease" in biomedical texts.
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.. There is reason to expect that provision fonastic relations in controlled vocabularies
will become much more extensive in a future stathdar." (Milstead, 2001, p. 65).

How should we explain this demand for a much rigegrof relationships than ordinarily used in,
for example, thesauri? The answer may imply acisitn of the traditional recall/precision way of
understanding information retrieval. What inforroatsearchers need are maps that inform them
about the world (and the literature about that djirh which they live and act. They need such
maps in order to formulate questions in the fiestdh In order to formulate queries and to interact
with information sources are advanced semantistoftén very useful. This is probably especially
so in the humanities, where concepts are morelglassociated with worldviews. In Germany the
concept of conceptual history ("Begriffsgeschichis’an illustration of this point: Historians and
other humanist researchers have realized thatier ®o use sources from a given period, you have
to know what the terms meant at the time. Theretoeg have developed impressive historical
dictionaries which provide detailed information aboonceptual developments within different
domains just as they have developed methodolograatiples on how to work with historical
information sources (cf., Hampsher-Monk, Tilman¥é&e, 1998).

An example of a semantic tool developed in thiditian is Reallexikon der deutschen
LiteraturwissenschaffWeimar, 1997-2003), which provide the followingarmation for each
term:

The term (e.g. 'bibliographie’)

A definition (e.g. definition of 'bibliography’)

A history of the word (its etymology, e.g. the etlogy of the word 'bibliographie’)

A history of the concept. (e.g. the history of theanings of 'bibliography’)

A history of the field (e.g. the history of biblicgphies themselves) and

A history of research about the field (e.g. thedmgof research on bibliographies, i.e.
library science)

This example is mentioned because it illustratesthistence of important work, which may inspire
LIS to a broader approach to semantic relation$.MNech research has investigated whether
different domains need different kinds of sematdals displaying different kinds of semantic
relations. Roberts (1985) is an exception arguangte importance for specific kinds of relations i
the social sciences.

The 'intellectual’ versus the social organization bknowledge
Are there semantic relations between citing papedstheir cited papers? Some authors directly use
this terminology (e.g. Harter; Nisonger & Weng, 39Qin, 1999, Song & Galardi, 2001). Other
uses bibliometric methods in order to establishas#r relations in thesauri and information
retrieval (e.g., Kessler, 1965, Pao, 1993; Ree®PRdt989, 1991, Salton, 1971 & Schneider, 2004),
thus implying such a relation.

The way Harter, Nisonger & Weng (1993) examinadadic relations between citing
and cited papers were by applying two methods: Armanalysis, based on a comparison of the
Library of Congress class numbers assigned citmgcited documents, and a microanalysis, based
on a comparison of descriptors assigned citingcited documents by three indexing and
abstracting journals, ERIC, LISA, and Library La&ure. Both analyses suggest that the subject
similarity among pairs of cited and citing docunseisttypically very small (at least in this domain)
In interpreting this study it should be recalledttbubject determination typically is a proces$iwit
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great uncertainty and variance. If two documentané B, has a citing relation (directly or
indirectly by co-citations or bibliographic coupdy they might be understood as semantically
related whether or not they are assigned the sas@igtors or classification codes by somebody
(or whether or not they contains the same wordghim matter: one might, for example, be in
English, the other in Danish). | will argue thia¢ tciting relation in itself is a kind of semantic
relation In order to do so, I'll make a distinction betweatellectual' versus social semantic
relations and argue that citing relations belontipeolater.

The kinds of relations typically used in sematdials are 'real' relations such as
geographical relations (Denmark is part of Europ@)logical relations (cats are mammals), and
chemical relations (such as the relations implig&he periodical system'. Such relations are
"ontological'. Researchers produce ontological models anddheysed to organize knowledge.

A "social relation" is a different kind of relatioFor example, disciplinary relations are
social. That sociology is classified as a soci@rsme means that sociologists belong to the
community of social scientists. A discipline isacial concept defined as people with similar
education or other social ties, such as sharingdh®e organizations and journals. Disciplines
mostly have strong internal citation relations canagl to relations to other disciplines. A citation
network is thus a kind of social relationship.

In some cases ontological models of reality cgoesl very well with social organizations
such as disciplines or citation networks. In otteses, the connections may be weak (many
disciplines or "schools" may, for example, partiye ontological structures). Social constructsvist
tend to claim that ontological models and disca&dre just constructed, why the social
organization of knowledge is somehow primary toititellectual organization. Scientific realists,
on the other hand, tend to see ontological strastas primary and the social structures as based on
preexisting structures discovered by science.

Ontological models and theories developed by rekess as well as social organizations
provide meaning to terms and semantic relationsdxt terms. One may discuss which kind of
meanings or relations are the most true or frutfuts. However, as information scientists we
provide semantic tools that are based on both lkefidslations. Bibliometric tools and tools based
on ontological relations are available and in meases supplement each other in information
retrieval. We should study in what ways they supyet each other and not try to reduce one of
them to the other. In other words: semantic retetias provided by citing relations are legitimate
in their own right. They need not be verified thaythat Harter; Nisonger & Weng (1993) and
Schneider (2004) try to do it. A traditional thesaiand a bibliometric map may, in different ways,
inform a person seeking information. Their relatiokes may be domain-dependent. A citation
relation between too papers, A and B is in itsedémantic relation whether or not it corresponds
with how A and B are otherwise determined to batesl.

Conclusion
As formerly stated the pragmatic view of semarsgieggests that words and expressions are tools
for interaction and their meanings are their fumusi within the interaction, their aptitudes to serv
it in their distinctive ways.

When information professionals classify documentsformational objects, the
relevant meanings and properties are only availablée basis of some descriptiofkis
important consideration is emphasized by van Riggae 1979, and it is in opposition to an
implicit assumption that prevails: that all reletaroperties of the objects are obvious for the
information specialists and that he or she foll@@se given principles, which provide an optimal
classification, which is objective, neutral, andvansal, just technical efficient. A textbook on
classification such as Hunter (2002, p. 25) dematet how machine bolts may be classified
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according to their material, thread size, head sfzay finish. This example is probably not typical
for classification of documents (it is classificatimade too simple). The same thing is often
described differently for different purposes. Diffat human interests emphasize different
properties of objects. A typical database, on whilexperiments are performed, should be
conceived as a merging of different descriptiomsgisg different purposes.

Traditional approaches to knowledge organizatioretegreater affiliation with
positivism than with the pragmatic view of semasitithe solutions provided have not been based
on the view that a typical database, on which IRegnents are performed, should be conceived as
a merging of different descriptions serving diff@reurpose and based on different epistemologies.
The implication is that traditional views have pided solutions, which are at best statistical
averages, which are not optimal to anybody. Thaiptesprospect for knowledge organization
based on a pragmatic understanding of semantecéing-tuning of KOS in different domains.

References

Abrahamsen, K. T. (2003). Indexing of Musical Genren Epistemological Perspective.
Knowledge Organization, 88/4), 144-1609.

Albrechtsen, H. & Mark Pejtersen, A. (2003). Comyaitwork analysis and work centered design of
classification schemeknowledge Organization, 88/4), 213-227.Antoniou, G. &
van Harmelen, F. (20048 semantic web primeCambridge, Mass: MIT Press, 1-149.

Bada, M., Stevens, R., Goble, C., Gil, Y., Ashburiv, Blake, J. A., Cherry, J. M., Harris, M. &
Lewis, S. (2004). A short study on the succesti®iGene Ontologylournal of web
semanticsl(2), 235-240. Available at:
http://www.websemanticsjournal.org/ps/pub/2004-9

Barnes, B. (2002). Thomas Kuhn and the problenooisorder in science. IN: T. Nickles (ed)
Thomas KuhnCambridge University Press. (Pp. 122-141).

Bean, C. A. & Green, R. (Eds.). (200Relationships in the organization of knowled®ordrecht:
Kluwer Academic Publishers.

Beghtol, C. (1986). Semantic validity: Conceptsvafrant in bibliographic classification systems.
Library Resources & Technical Servicd§9-125.

Berlin, B. & Kay, P. (1969Basic Color Terms. Their Universality and Evoluti@erkeley:
University of California Press. (Reprinted 1991).

Berners-Lee, T., Hendler, J., & Lassila, O. (200he Semantic Welscientific American284(5),
34-43.

Blair, D. C. (1990)Language and representation in information retrievensterdam: Elsevier.

Blair, D. C. (2003). Information retrieval and tpeilosophy of languagé&nnual Review of
Information Science and Technolo@y. Medford (NJ): Information Today. 3 — 50.

Bliss, H. E. (1929) he organization of knowledge and the system dddlemcesWith an
introduction by John Dewey. New York: Henry Holida@o.

Bliss, H. E. (1935). A system of bibliographicahssification New York: H. W. Wilson.

Bloomfield, L. (1936/1985). Language or ideas? JNJ. Katz (ed.): The philosophy of linguistics.
Oxford: Oxford University Press (pp. 19-25). (Onaily published inanguage, 12
1936)

Bloor, D. (1997)Wittgenstein: Rules and Institutiaisondon: Routledge.

Bonnevie, E. (2001). Dretske's semantic informatiwory and meta-theories in library and
information sciencelournal of Documentatiqrb7(4), 519-534.

23



Brooks, T. A. (1995). "Topical Subject Expertiselahe Semantic Distance Model of Relevance
Assessment.” Journal of Documentation, 51(4), 3D-3

Brooks, T. A. (1998). The Semantic Distance ModdRelevance Assessment. Proceedings of the
61° Annual Meeting of ASIS, Pittsburgh, PA, OctoberZ8 1998: Information
Access in the Global Information Economy, Vol. $p.(33-44) pdf] [HTML]

Broughton, Vanda, Hansson, Joacim, Hjgrland, Biegel L6pez-Huertas, Maria J. (2005),
“Knowledge organisation: Report of working group ifi Kajberg, L. and Larring L.
(Eds),European Curriculum Reflections on Education inraily and Information
ScienceRoyal School of Library and Information Scien€®penhagen, available at:
http://www.db.dk/LIS-EU/workshop.asp

Buckley, G. (2001). Semantics.
http://www.ling.upenn.edu/courses/Spring_2001/liiy8emantics.htm(Visited July
31, 2005).

Budd, J. M. (2004). Relevance: Language, semamtickbsophyLibrary Trends, 523), 447-462.

Campbell, K. E., Oliver, D. E., Spackman, K. A. &dtliffe, E. H. (1998). Representing Thoughts,
Words, and Things in the UMLS. Journal of the Aroan Medical Informatics
Association, 5(5), 421-431. Available at:
http://www.pubmedcentral.nih.gov/articlerender.®ayitid=61323

Carroll, L. (1899).Through the Looking Glasslew York: M. F. Mansfield & A. Wessels.

Chaffin, R., Herrmann, D. J. & Winston, M. (1988) Taxonomy of part-whole relations.
Cognition and language, 3, 1-32.

Connexor (2003-2004). Machinese Semantitg.//www.connexor.com/software/semantics/

Cruse, D. A. (1986)exical semanticsCambridge: Cambridge University Press.

Cruse, D. A. (2001). Lexical Semantics. IN: Smelderd. & Baltes, P. B. (eds.) International
Encyclopedia of the Social and Behavioral ScienCagord. (Pp. 8758— 8764).

Dahlberg, 1. (1978). A referent-oriented, analyticancept theory for INTERCONCEPT.
International Classification5(3), 142-151.

Dahlberg, I. (1995). Conceptual Structures andedyatization. IFID Journal, 20(3), 9-24.

Dahllof, M. (1999).Spraklig betydelse. En introduktion till semantih@ragmatik Lund:
Studentlitteratur.

Daily, J.E. (1979). Semantics. Encyclopedia of Library and Information Scient®lume 27,
209-215 (Reprinted in"2ed., 2003).

Ding, C.H.Q. (2005). A probabilistic model for keatt Semantic Indexinglournal of the American
Society for Information Science and Techno)o§§6), 597-608.

Doerr, M. (2001). Semantic problems of thesauruppimg.Journal of Digital Information, (8).
URL: http://jodi.ecs.soton.ac.uk/Articles/v01/i08/Doerr/

Downing, P. (1977). On the creation and use ofishglompound nountanguage 53, 810-842.

Dumais, S.T. (2004). Latent semantic analysimual Review of Inforemation Science and
Technology38, 189-230

Eco, U. (1995)The Search for the Perfect Langua@Eranslated from Italian: Ricerca della Lingua
Perfetta Nell a Cultura Europea). Oxford: Blackwell

Ereshefsky, M. (2000 he Poverty of the Linnaean Hierarchy : A PhilosephStudy of
Biological TaxonomyCambridge: Cambridge University Press.

Fensel, D., Hendler, J. A., Lieberman, H., Wah|stér (Eds.). (2003)Spinning the Semantic Web:
Bringing the World Wide Web to Its Full Potent@ambridge:MIT Press.

Foskett, A. C. (1977). Assigned indexing I: Semamntin: The subject approach to informati@op.
67-85). London: Clive Bingley.

24



Frohmann, B. P. (1983). An investigation of the antit bases of some theoretical principles of
classification proposed by Austin and the CR@taloging & Classification
Quarterly, 41), 11-27. Green, R., Bean, C. A. & Myaeng, S(Ets). (2002)The
semantics of relationships. An Interdisciplinaryr$feective Dordrecht: Kluwer
Academic Publishers.

Goodwin, C. (2000). Practices of Color ClassificatiMind, Culture and Activity, 7(1-2), 19-36.

Greenhalgh, T. & Hurwitz, B. (1998)arrative Based Medicine: Dialogue and discourse in
clinical practice London: Bmj Publishing Group.

Green, R. (2001). Relationships in the organizatibknowledge: An overview. IN: Bean, C. A. &
Green, R. (Eds.). Relationships in the organizadiknowledge. Dordrecht: Kluwer
Academic Publishers. (Pp. 3-18).

Green, R., Bean, C. A. & Myaeng, S. H. (Eds.). @00he semantics of relationships. An
interdisciplinary perspectiveDordrecht: Kluwer Academic Publishers.

Hammerwohner, R. & Kuhlen, R. (1994). Semantic wardf open hypertext systems by typed
objects.Journal of Information Science, &), 175-184.

Hampsher-Monk, I., Tilmans, K. & Vree, F. van (Bd$§1998). History of Concepts: Comparative
Perspectives. Amsterdam: Amsterdam University Press

Harris, R. (2005)The semantics of sciendeondon:Continuum International Publishing Group
Ltd

Harter, S. P., Nisonger, T. E. & Weng, A. W. (1998¢mantic relations between cited and citing
articles in library and information science jousalournal of the American Society
for Information Science, 49), 543-552.

Haukioja, J. (2005). A middle position between megtinitism and meaning Platonism.
Internationallournal of Philosophical Studies, (13, 35-51.

Hearst, M. A. (1990). A hybrid approach to resgtttext interpretation. In Paul S. Jacobs, editor,

Text-Based Intelligent Systems: Current Researdrekt Analysis, Information Extraction, and
Retrieval pages 38-43. GE Research & Development CenteB0ERD198.

Hedlund, T., Pirkola, A. & Kalervo, J. (2001). Aspe of Swedish morphology and semantics from
the perspective of mono- and cross-language infoomaetrieval.Information
Processing and Management, 34,7-161.

Hjelmslev, L. (19430mkring sprogteoriens grundleeggel&abenhavn: B. Lunos bogtrykkeri a/s.
(Many later editions and translations, €2golegomena to a theory of language
translated by Francis J. Whitfield. Baltimore : Védy Press, 1953).Hjgrland, B.
(1998). Information retrieval, text compositiondasemantics. Knowledge
Organization, 25(1/2), 16-31.
http://www.db.dk/bh/publikationer/Filer/ir_semantpaf

Hjarland, B. (1997): Information Seeking and SubRepresentation. An Activity-theoretical
approach to Information Science. Westport & Lond@reenwood Press.

Hjarland, B. (1998). Information retrieval, textroposition, and semantics. Knowledge
Organization, 25(1/2), 16-31.
http://www.db.dk/bh/publikationer/Filer/ir_semantpaf

Hjarland, B. (2002a). Domain analysis in informat&cience. Eleven approaches - traditional as
well as innovativeJournal of Documentation, $8), 422-462.
http://www.db.dk/bh/publikationer/Filer/JDOC_200deten_approaches.pdf

Hjarland, B. (2002b), Epistemology and the Sociap@tive Perspective in Information Science.
Journal of the American Society for Informatione®icie and Technology, 83, 257-
270.

25



Hjarland, B. (2004b). Theory of knowledge organmaiand the feasibility of universal solutions.
At: Eighth International ISKO Conference LondonyJiiéth 2004.
http://www.db.dk/bh/Hjorland_Feasibility%200f%20uarsal%20solutions.ppt

Hjarland, B. & Nicolaisen, J. (2005)he epistemological lifeboaCopenhagen: Royal School of
Library and Information Science. Availabletp://www.db.dk/jni/lifeboat/home.htm

Hjgrland, B. & Nissen Pedersen, K. (2005). A suliis¢a theory of classification for information
retrieval.Journal of Documentation, §3), 582-597.
http://www.db.dk/bh/Core%20Concepts%20in%20LIS/Hjnd%20&%20Nissen. pdf

Hodge (2000). Systems of knowledge organizatiorDigital libraries. Beyond Traditional
Authority Files.http://www.clir.org/pubs/reports/pub91/contents.htm

Hunter, E. J. (2002 lassification made simple. 2rd. Aldershot: Ashgate.

Iris, M. A.; Litowitz, B. & Evens, M. (1988). Probins of the part-whole relation. IN: M. W. Evens
(ed.):Relational models of the lexicoBambridge: Cambridge University Press (Pp.
261-288).

lyer, H. (1992). Semantic interpretation of conjigncBoolean transformationisiternational
Classification, 1), 72-76.

Keil, F. C. (1989)Concepts, kinds, and cognitive developm€aimbridge, Massachusetts: The
MIT Press.

Kessler, M. M. (1965). Comparison of the result®ibliographic coupling and analytic subject
indexing. American Documentation vol. 16, no. 33-233.

Khoo, C. & Na, J.-C. (2005). Semantic relationgiiormation scienceAnnual Review of
Information Science and Technology,

Kinkade, R. G (Ed.). (1974Thesaurus of psychological index terms®.¢H.] Washington, DC:
American Psychological Association.

Klaes, M. (2002). Some remarks on the place oflpsipgical and social elements in a theory of
custom. American Journal of Economics and Sociql6dy2), 519-530. Available at:
http://www.findarticles.com/p/articles/mi_m0254/is 61/ai_86469072#continue

Larsson, J. (2003). Finitism and symmetry. An imgunto the basic notions of the strong
programme. Goéteborg: Goteborg University, Departnoéiidistory of Ideas and
Theory of Science. (PhD-dissertation).

Levi, J. (1978)The Syntax and Semantics of Complex Nomihi®/ York:Academic Press.

Longman Synonym Dictionarf1986). Essex, UK: Longman.

Lyons, J. (1977)Semantics. Vol. 1:Zambridge: Cambridge University Press.

McCann, J. M. (1997). Generation of marketing ihissg Semantic networks. Available at:
http://web.archive.org/web/19990127092407/http:Awsluke.edu/~mccann/mwb/15s
emnet.htm(Visited 2005-12-15).

Malmkjeer, K. (1995). Semantics. IN: The Linguistiescyclopedia. Ed. By Kirsten Malmkjeer.
London: Routledge. (Pp. 389-398).

Miksa, F. (1994). Classification. INEncyclopedia of Library Historyed. by W. A. Wiegand & D.
G. Davis. New York: Garland Publishing, Inc. (pg41153).

Miller, G. A. (1998). Nouns in WordNet. IN: C. Falbm (ed.)WordNet: an electronic lexical
database Cambridge, NA: MIT Press (Pp. 23-46).

Milstead, J. L. (2001). Standards for relationshipsveen subject indexing terms. IN: Bean, C. A.
& Green, R. (Eds.). Relationships in the organaratf knowledge. Dordrecht:
Kluwer Academic Publishers. (Pp. 53-66).

Mitchell, J. S. (2001). Relationships in the Devizgcimal Classification System. IN: Bean, C. A.
& Green, R. (Eds.). (2001Relationships in the organization of knowledg
Dordrecht: Kluwer Academic Publishers. (Pp. 211)226

26



Murphy, M. L. (2003) Semantic relations and the lexicon: antonymy, synon and other
paradigms Cambridge: Cambridge University Press. Book netie
http://www.sussex.ac.uk/linguistics/documents/stgdin_informatics.pdfbook
review2 http://www.sfs.nphil.uni-tuebingen.de/lingquist/iesi15/15-686.html

National Library of Medicine (2005). Frequently adkquestions/Vho are the indexers, and what
are their qualificationshttp://www.nlm.nih.gov/bsd/indexfag.html#qualificans

Nida, E. A. (1975)Componential Analysis of Meaning: An IntroductiorSemantic Structures
The Hague: Mouton..

Ogden, C. K. and I. A. Richards, I. A. (1928he Meaning of Meaning: A Study of the Influence of
Language Upon Thought and of the Science of Sysmboliondon: Routledge &
Kegan Paul.

Oliver, A. (1998). Logical atomism. INRoutledge Encyclopedia of Philosophy, Version 1.0
London: Routledge.

Pao, M. L. (1993): Term and Citation Retrieval: I8 Study. Information Processing &
Management, 29(1), 95-112.

Peirce, C. S. (1931-1958}ollected Papers of C. S. Peired. by C. Hartshorne, P. Weiss, & A.
Burks, 8 vols., Harvard University Press, Cambrjdgé.

Peregrin, J. (2004). Pragmatism and semantics. {staipt in English), published in German in:
Fuhrmann, A. & Olsson E. J. (eds.): PragmatisctkelenOntos, Frankfurt a M.,
2004, 89-108) http://jarda.peregrin.cz/mybibl/PDEAR2.pdf

Priss, U. (2005). Formal concept analysis in infation scienceAnnual Review of Information
Science and Technolog40, pp.

Putnam, H., 1975, 'The meaning of "meaning".’ Indueage, Mind, and Knowledge*, K.
Gunderson, ed. Minneapolis: University of Minnes®tass, pp. 131-193.

Qin, J. (1999). Discovering semantic patternsilidgraphically coupled documentsibrary
Trends, 481), 109-132.

Qin, J. (2000). Semantic similarities betweenyard database and a controlled vocabulary
database: An investigation in the antibiotic resisk literatureJournal of the
American Society for Information Science(£1166-180.

Ratner, C. (1989). A Sociohistorical Critique oftiMalistic Theories of Color Perceptialournal
of Mind and Behavior, 1(B61-372.
http://web.archive.org/web/20031029152929/http:Awkumboldtl.com/~cr2/colors.
htm

Read, C. S. (1973). General semantics Hhcyclopedia of Library and Information Scien&sel.

By A. Kent, H. Lancour & J. E. Daily. New York: Mael Dekker. (Vol. 9, pp. 211-
221).

Rees-Potter, L. K. (1989). Dynamic thesaural systenbibliometric study of terminological and
conceptual change in sociology and economics vgfhi@ation to the design of
dynamic thesaural systenmisformation Processing & Management,(8p 677-691.

Rees-Potter, L. K. (1991). Dynamic thesauri: thgnitive function. Tools for knowledge
organisation and the human interface. ProceedihtfgedlLst International ISKO
Conference, Darmstadt, 14-17 August 1990. Par92]1,1145-150.

Roberson, D., Davies, I. & Davidoff, J. (2000) Qutategories are not universal: Replications and
new evidence from a stone-age cultui@irnal of Experimental Psychology: General
129, 369-398.

Roberts, N. (1985). Concepts, structures and wetria the social sciences up to c. 1970. Social
Science Information Studies, 5, 5567.

27



Rosario, B. & Hearst, M. (2001). Classifying ther@mtic Relations in Noun Compounds via a
Domain-Specific Lexical Hierarchyroceedings of 2001 Conference on Empirical
Methods in Natural Language Processiiittsburgh, PA (EMNLP 2001).
http://biotext.berkeley.edu/papers/emnlp0l1.pdf

Rosario, B. & Hearst, M. (2004). Classifying SenmaRelations in Bioscience Text . 42nd Annual
Meeting of the Association for Computational Lingfics. Forum Convention Centre
Barcelona. July 21-26, 2004ttp://biotext.berkeley.edu/papers/aclO4-relatipdsk.

Russell, B. (1924) ‘Logical Atomism’, in Logic arkhowledge, ed. R.C. Marsh, London: Allen &
Unwin, 1956, 323-43.

Salton, G. (1971). Automatic indexing using bibhaghic citationsJournal of Documentation,
27(2), 98-110.

Saunders, B. (2000) Revisiting "Basic Color Terdmurnal of the Royal Anthropological Society,
6, 81-99.

Schneider, J. (2004 Verification of bibliometric methods' applicabilifgr thesaurus construction.
PhD dissertation. Aalborg. Department of Informat&tudies, Royal School of
Library and Information Science. Available at:
http://biblis.db.dk/uhtbin/hyperion.exe/db.jessch04

Smith, B. (2004). Beyond concepts, or: Ontologyeadity representatiofsormal Ontology and
Information System@OIS), Amsterdam: IOS Press, 73—-84.

Smith, B., Ceusters, W. & Temmerman, R. (2005). i&ties. Proceedings of Medical Informatics
Europe Available:http://ontology.buffalo.edu/medo/Wuesteria.pdf

Soergel, D. (2004). The Arts and Architecture Thiesa (AAT). A critical appraisal.
http://www.dsoergel.com/cv/B47 _long.pdf

Song, M. & Galardi, P. (2001). Semantic relatiopshhetween highly cited articles and citing
articles in information retrievalASIST 2001. Proceedings of the"64SIST Annual
Meeting, 38, 171- 181.

Sowa, J. F. (2000). Ontology, Metadata, and SeasioRresented at ICCS'2000 in Darmstadt,
Germany, on August 14, 2000. Published in B. Ga&té. W. Mineau, eds.,
Conceptual Structures: Logical, Linguistic, and GQuutational IssuesLecture Notes
in Al #1867, Springer-Verlag, Berlin, 2000, pp. 85- Available at:
http://users.bestweb.net/~sowa/peirce/ontometa.htm

Sparck Jones, K. (1970). Some thoughts on claasit for retrievalJournal of Documentation,
26(2), 89-101.
http://www.db.dk/bh/Core%20Concepts%20in%20LIS/8k#20Jones_1970.pdf

Sparck Jones, K. (1992). Thesaurus. Bicyclopedia of Artificial Intelligence, Vol. 1-Ed by S.
C. Shapiro, New York: John Wiley & Sons. (Vol. 2.1605-1613).

Sparck Jones, K. (2005). Revisiting classificafimnretrieval.Journal of Documentation, §3),
598-601. [Reply to Hjgrland & Nissen Pedersen, 2005
http://mww.db.dk/bh/Core%20Concepts%20in%20LIS/8k#20Jones_reply%20to
%?20Hjorland%20&%20Nissen.pdf

Stokolova, N. A. (1976). Syntactic tools and sencgmbwer in information languages 2: Elements
of a semantic theory of Information-Retrievalternational Classification, @), 75-
81.

Stokolova, N. A. (1977a). Elements of a seman#oti of Information-Retrieval 3.: Paradigmatic
relations.International Classification, @), 11-19.

Stokolova, N. A. (1977b). Elements of a semanteotly of Information-Retrieval. 1: Concepts of
relevance and information language. InformatiorcBssing & management, 13(4),
277-234.

28



Talmy, L. (1985). Force dynamics in language amdi¢fint. InPapers from the Parasession on
Causatives and Agentivit€hicago: Chicago Linguistic Society. (21st Region
Meeting).

Thesaurus of ERIC Descriptors.".dd.(2001).Phoenix, AZ Oryx Press.

van Rijsbergen, C.J. (1979formation Retrieval2nd ed., Butterworths, London, also available
at: http://www.dcs.gla.ac.uk/Keith/Chapter.3/Ch.3.html

van Rijsbergen, C. J. (1986). A new theoreticatieavork for information retrieval. In American
Society for Computing Machineriroceedings of the 1986 ACM Conference on
research and development in information retrigigd. 194-200). New York: ACM
Press.

Vickery, B. C. & Vickery, A. (1987). Semantics aRetrieval. IN Information Science in Theory
and Practice(Chapter 6, pp. 133-179). London: Bowker-Saur.

Walker, A. (Ed.). (1997)Thesaurus of psychological index terni8. &. Washington, D.C.:
American Psychological Association.

Warren, B. (1978)Semantic Patterns of Noun-Noun CompouAds$a Universitatis
Gothoburgensis.

Weber, M. (2005). How Strong is the Case for Sdrelhtivism in Science? Lecture held at the
Minnesota Center for Philosopht of Science. Avddadi:
http://philosophy.duke.edu/pdf/weber_duke.pdf

Weimar, K. (Ed.). (1997-2003). Reallexikon der g¢etien Literaturwissenschaft Band 1-3. 3.
neubearb. Aufl. Berlin : Walter de Gruyter.

Wellisch, H. H. (2000)Glossary of terminology in abstracting, classificat indexing, and
thesaurus construction"2ed. Medford : Information Today, Inc.

White, H. D. & McCain, K. W. (1998). Visualizingdiscipline: An author co-citaiton analysis of
information science, 1972-199%ournal of the American Society for Information
Science 4@1), s. 327-355.

Wierzbicka, A. (1996)Semantics: Primes and Universa@@xford: Oxford University Press.

Wittgenstein, L. (1922)Tractatus Logico-Philosophicusondon: Routledge and Kegan Paul Ltd.
(English Translation of "Logisch-Philosophische Abdlung,"Annalen der
NaturphilosophieOstwald, 1921). Hypertext of the Ogden bilingedition:
http://www.kfs.org/~jonathan/witt/tiph.htnfVisited July 31, 2005).

WorldNet 2.1. A lexical database for the Englishigaage. Princeton: Princeton University,
Cognitive Science Laboratory. Available http://wordnet.princeton.edu/

@rom, A. (2003), “Knowledge Organization in the domof Art Studies — History, Transition and
Conceptual Changesknowledge Organizatior\ol. 30 No. 3/4, pp. 128-143.

29



Appendix
Some important kinds of semantic relations whichehaeen presented in the literature:

e Active relation: A semantic relation between twmcepts, one of which expresses the
performance of an operation or process affectiegther.

e Antonymy (A is the opposite of B; e.g. cold is thgposite of warm)

e Associative relation: A relation which is defineslyphologically: that (some) people
associate concepts (A is mentally associated witly Bomebody). Often are associative
relations just unspecified relations. In thesawgiantonyms, for example, usually not
specified but may be listed, along with terms reprging other kinds of relations, under
"associative relations".

e Causal relation: A is the cause of B. For examptairvy is caused by lack of vitamin C.

e Homonym. Two concepts, A and B, are expressed égdime symbol. Example: Both a
financial institution and an edge of a river arpressed by the word bank (the word has two
senses).

e Hyponymous relationships (hyponym-hyperonym), ésmed generic relation, genus-
species relation or hierarchical subordinate @hat{A is kind of B; A is subordinate to B;
A is narrower than B; B is broader than A).

e is-a (“instance”, example relation) designatess@antic relations between a general
concept and individual instances of that concept &n example of B. Example:
Copenhagen is an instance of the general concgptat.

e Locative relation: A semantic relation in which@ncept indicates a location of a thing
designated by another concept. A is located inkBngle: Minorities in Denmark.

e Meronymy, partitive relation (part-whole relatio@)relationship between the whole and its
parts (A is part of B) A meronym is the name obastituent part of, the substance of, or a
member of something. Meronymy is opposite to hofoynyB has A as part of itself). (A is
narrower than B; B is broader than A).

e Passive relation: A semantic relation betweendawamacepts, one of which is affected by or
subjected to an operation or process expresseuebyther.

e Paradigmatic relation. Wellisch (2000, p. 50): “@nsantic relation between two concepts,
that is considered to be either fixed by naturl;esedent, or established by convention.
Examples: mother / child; fat /obesity; a state ¢apital city”.

e Polysemy: A polysemous (or polysemantic) word vgoad that has several sub-senses
which are related with one another. (A1, A2 andshares the same expression)

e Possessive: a relation between a possessor andswitasessed.

e Related term. A term that is semantically relatedriother term. In thesauri are related
terms often coded RT and use for other kinds ofesgimrelations than synonymy (USE;
UF), homonymy (separated by parenthetical qua)ifigeneric relations and partitative
relations (BT; NT). Related terms may, for examgipress antagonistic relations,
active/passive relations, causal relations, loeatélations, paradigmatic relations.

e Synonymy (A denotes the same as B; A is equivalht B).

e Temporal relation: A semantic relation in whichacept indicates a time or period of an
event designated by another concept. Example: $estorld War, 1939-1945.

e Troponymy is defined in WordNet 2 in two sensesthk) semantic relation of being a
manner of does something 2) "the place namesegianm or a language considered
collectively".
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