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Extracting contract elements

THIS AGREEMENT is made the 15th day of October 2009 ARTICLE III - PAYMENT - FEES
(The “Effective Date”) BETWEEN:
During the service period monthly payments should occur. The
(1) Sugar 13 Inc., a corporation whose office is at James House, estimated fees for the Initial Term are £154,800.

42-50 Bond Street, London, EW2H TL (“Sugar”);
ARTICLE IV - GOVERNING LAW
(2) E2 UK Limited, a limited company whose registered office is . . .
at 260 Bathurst Road, Yorkshire, SL3 4SA (“Provider”). This agreement shall be governed and construed in accordance with
the Laws of England & Wales. Each party hereby irrevocably
submits to the exclusive jurisdiction of the courts sitting in Northern

RECITALS: BN
A. The Parties wish to enter into a framework agreement which
will enable Sugar, from time to time, to [...] IN WITNESS WHEREOF, the parties have caused their
B.[..] respective duly authorized officers to execute this Agreement.

BY: George Fake
NO THEREFORE IT IS AGREED AS FOLLOWS: Authorized Officer
Sugar 13 Inc.

BY: Olivier Giroux
CEO
“Sugar” shall mean: Sugar 13 Inc. E2 UK LIMITED

ARTICLE I - DEFINITIONS

“Provider” shall mean: E2 UK Limited

1933 Act” shall mean: Securities Act of 1933

Identify start/end dates,
duration, contractors, amount,
legislations refs, jurisdiction
etc. Similar to Named Entity
Recognition (NER).

ARTICLE II - TERMINATION

The Service Period will be for five (5) years from the Effective Date
(The “Initial Term”). The agreement is considered to be terminated
in October 16, 2014.

I. Chalkidis, I. Androutsopoulos, A. Michos, “Extracting Contract Elements”, ICAIL 2017,
http://nlp.cs.aueb.gr/pubs/icail2017.pdf .
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Window-based token classification

i i-th word of the text bemg clasmﬁed P 3 -word window (often larger) :
yesterdayl language announced lthat
4-------------""""::::::::::::::::===----"' 1-hot vectors (|| Xx1) ofthe
"1 01 ¢ 07+ i words in the window. (|V/] is
0 0 ol i  the vocabulary size).
= 2= % =|?
=1 ol “* " lo L S o N
: Embeddlnl%s (dX1) of the
0 0 1 : words in the window. (d
ezt S the dimensionality of
181" T “o "1 the word embeddings).
23 _3 38 , ..................................................................
. _|-14] 5 193]l - | 12]:i LetE beamatrix(dx|V])that
¢i-171 37| %7 |51 ©*1 7 |-64| i contains all the embeddings of
: the vocabulary as columns. Then: :
—1.1 3.9 7.1 é)i—l - Efl—la é>l — E)_C)l:




Window-based token classification

NN NN NN NN EENEEEEEEEEEEEEEEEEEEEEEEEEER N EEEEEEE NN NN NN NN EEENEEEENEEENEEEEEEEEEEEEEEE
[

1-hot vectors of the i i

: Embeddings of the ii Sum or concatenation ;

i words of the window { :{ words of the window i of the embeddings

g ‘;.{;.. ....................................... ' ‘:“:' ...........................................

R E . » S e : Correct output (e.g., correct
X1 . S i B-1-O tag, 1-hot vector)
4 52 .

S :

¢ 3 5D Dg 52 2)3(1
Xi+1 €i+1 o\ = tanh(W e) (2 = softmax(W( )5 ))

:  We learn WD W@ with backpropagation. We can also learn (or modify)

: the word embeddings E during backpropagation! But when we don’t have

: large training datasets (e.g., corpus manually annotated with B-I-O tags), it
may be better to use pre-trained embeddings, which can be obtained from

large non-annotated corpora (e.g., via Word2Vec, GloVe).



Reminder: cross-entropy loss

i Word being class1ﬁed 3-word window (often larger).
yesterdayl language announced Ethat

P(C=c)l 10057 . Probability estimates produced :

"1 by the classifier for the class of :
Pn(C=cp)| [0.12]* the word “tech”. :
5 — Pm(C — C3) — O 08 --------------------------------------------------------------
" 7ol i The correct “probabilities” for
B (C=c)l 10.14 :  the class of “tech”. A 1-hot  :
P(C=c))1 10- ........................ Vector
P(C — Cz) 1 Of BN RN AR EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
t=|pc=c)|=]0]" i The log-likelihood of the
-3 i correct class according to the :

: classifier (with a minus sign).

Hp,, () = = ) P(C = c)10gy P(C = i) = — logy Pn(C = ¢;)
=1

_P(C — Ck)_ -O— PesmEEEsEEEEE R R Ry ‘.“......................................:
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RNN-based token classification

Cross-entropy loss for
the current word.

Correct class probabilities for :
: the current word (|C|x1, 1-hot). :

Predicted probability distribution
(|C |X1) over the classes (e.g., B-Person, :

.
: <1 I-Person, B-Location, Other) in Named
: We can think of . A Entity Recogmtlon -
W(O) as Containing 5 j Bermnamemsssssuessseseassatusssssssesssenassansues sssassanssansaneness
i class embeddings. ! w©|o; = softmax(W(O)h )
wm

> ,hi _
gress s o - h: = tanh(W(h)h_ L+ W(e)e )
: State: vector actingasa i .
i memory (remembering ¢ 174G ] [
: things about the words S S The new state (memory) is a
: of the input seen so far) e; = EX; combination of the previous one
................................................. v.

., and the new word embedding.
E ---------------------------------------------------------------------------
. 1 hot vector of the : ............ > 7 i Embedding of the

current word.

current word.



Unrolled RNN

1_,“)1 tz £ 4 Correct predlctlon t
for the 3" word
(|C|x1, 1-hot).

- g 5
W(o)] “1 W(o)I W(o)I 3
N (N s WON = WON g (h) (h)
OW_> hl 14 > h2 4 > h3 W_> W_>
_______ > W(e)l ey W(e)] W(e)] W(e)I
PYPyoaeil it S g N et
' 1 > > Histor >
aw (@ 1 €2 €3 : up to thye _ €i
: 3tdword.
E E \‘\ E ........................ E
v 551 X 2 553 )_C)l'

.s®
.
‘I
.
P
“
.
.®
‘

‘
-------------------------------------------------------------------------------------- -

: - h) 7 -
1 hot vector of the lst Embeddlng of the 2nd : h; = tanh(W ™h;_y + W &)
i word of the sentence i word of the sentence i g, — softmax(W ©h;)



RNN language model

Cross-entropy loss

for the prediction of

the next word.

i W contains ~
i alternative (output) :
: word embeddings. :

9

i,

tiv1 Correct prediction for next

word (|V|x1, 1-hot).

Probability :
e 1 distribution (|V|X1)

........... : over the vocabulary. :

......... Shows which words :
01+1 = softmax(W(O)h ) the LM expects to see

next.

Some RNN LMs use
: ETas W), :

i State: vector actingasa

i memory (remembering
: things about the words
: of the input seen so far)

1 hot vector of the i~
: current word. '

>

o~

*
*
*
*
*
“
*

. ¥ The new state (memory) is a
Ex; 1 combination of the previous one
i and the new word embedding.

*
-----------------------------------------------------------------------
*
’0
*

Embedding of the
: current word. '



Reminder: LMs as next word predictors
* Sequence probability using a bigram LM:

PO) = PO, ) = PO PO [ )
P(wy | w,w,)- P(W4|W1) -P(w, | w )N

* We can think of the LM as a system that provides the
probabilities P(w;|w;_;), which we then multiply.
o Or the probabilities P(w;|w;_,w;_1) for a trigram LM.
o Or the probabilities P(w;|h) for an LM that considers all the
“history” (previous words) h, e¢.g., in an RNN LM.

o An LM typically provides a distribution P(w|h) showing

how probable 1t 1s for every word w € I/ to be the next one.
10
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]

Candldate new history (o denotes pairwise multiplication). :

i For 73

~ T, same as the Ei of a simple RNN cell. For 77} =~ 6,

forgets Tl),-_l and considers only the current word embedding.

i New history. For Z; = 0, same !

t as h;. For Z; ~ 1, ignores h;
w6 = softmax(W(o)h ) and maintains h;_q as h;.
W(h)> 7 GRU cell:
al A R = taflh(rl o WMWh;_; + W©§g)
"""""" —p’
e hi=Ziohiy+(1-%)oh
. ) PR J(W(T)h _1+UMeg, )
e =Ex b zl‘_—...U(W(Z)h L+ U@Dg, )
E ] ........ e _ .......................... . i LSTM cells are similar,
° Reset gate (o 18 the : 5 5 Update gate. i but with more gates. Sce :
xl Slngld functlon) E B htt‘p //COlah glthUb IO/DOStS/Q,Ol E

---------- : 5 5-08-Understanding-LSTMs/



http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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More about RNNSs

e Trained by backpropagation (with unrolled view).

o For each sentence (or window), feed it to the unrolled RNN,
compute the loss and backpropagate, adding gradients
obtained for the same matrix (e.g., same WM at each cell).

o GRU or LSTM cells help avoid vanishing gradients.

o The norms of the gradients can be clipped (when larger than a
max value) to avoid exploding gradients.

o Use layer normalization, not batch normalization in RNN:ss.
* We can also learn the word embeddings (£) with an RNN

LM. Billions of free training examples!

o We can then use the word embeddings in other NLP tasks.

o With a large vocabulary, softmax 1s too slow (alternatives:

small vocabulary, hierarchical softmax, negative sampling).
12



What about the right-context of cach token?

: Revised embedding of
: the 1% word. Knows
: we are at the beginning :

Rev1sed embedding of
L the 2 word. Knows

We can also treat the hl

. vectors as the memory
: of the RNN, but in recent :

of a sentence. : i NLP work, it’s easier to
............................................. ; theleftCOIlteXt think of them as revised
W :  word embeddings.
“a S s
ho— Ry | h, N hy f—— — h,
‘el 82 ‘00. é>3 é>n
i i gisanactivation
SR Embeddln of the 2nd E ! function (c.o.. siomoid).
Embedding of the 1** : i “word of thg sentence : ( gl, s d )-
word of the sentence | e e More qomp .eX up E.lte :
............................................. A““"u-u E meChanlsmS in practlce: E
IR : LSTM or GRU cells.



Bidirectional RNN (biRNN)

}_ll — <}_12 — }(_13 — i — En — EO
€1 €, €3 en
hy — hy — b3 b— ~ — &,
€1 €, € en
h; = [Ei; Ei] (concatenation)
7{1 D EEEE— 7{2 D EE— (}_{3 —— i — (]_{Tl
€1 € és en

14



Stacked bidirectional RNN

7{&”4—» 7{%1‘) ——p Tl)gL)'_’ RN ‘}_{(L)

T f
L L] |

r@—d rol—J 70— .. 7@
7{&1) D EE— Tl)gl) D E— (]_{gl) D —— C——l (]_{511)
€1 €, €3 2

Each layer revises the word embeddings of the previous (lower) layer. The

embeddings become increasingly more context-aware and also increasingly
more appropriate for the particular task we address...



Token classitfication with a stacked biIRNN

Compare to the correct predictions (sum the cross-entropy loss for all token positions)
and backpropagate to adjust all the weights, including the weights of the stacked biRNN.

Person 0.75 Person 0.8 Person 0.05 Person 0.1
Location 0.05 Location 0.05 Location 0.05 Location 0.8
Organization 0.1 Organization 0.1 Organization 0.1 Organization 0.05
Other 0.1 Other 0.05 Other 0.8 Other 0.05

_|_
dense t = softmax h b)
softmax ' '

(]_{(L)q_b (_)(L) e (_)(L)q_y D — T{(L)

roT !
[ L] |

(}_{(1) — 7{(1)<—> 7{(1) —_— . ——p 7{(1)




User comment moderation

Number of comments per day

8000

A moderation panel assists the

moderators to detect abusive comments, 6000

and leads to quicker publication of non-
abusive comments.

4000

2000

Highlighting suspicious

words using an RNN with

self-attention.

‘F - \ Moder;tion Panel

Go and hang yours:lf - - Q o
You are ignorant ~ and vandal ! Stop it ! - Q o
Hello there  try to relax - Q o
Thanks . Please go - yourself . o - Q o

17



RNN with deep self-attention

; The entire input text is now represented
by the weighted (by a; scores) sum of :
the revised embeddings of its words. | P P R RN

.
.
.
.
. »
---------------------------------------------------------------------------
.
.
s
.
.
.
.
s

We use an MLP (the same at all time-
dense W(*) steps) to obtain an attention score
& softmax

rejection (importance) a; for each word from its
ﬁz probabilty 2 revised embedding h;. We could also

N acceptance . .
2 povabilty i use a single dense layer: a; = W (®h;.
S ettt D S
-.qé.; [} ; — — — =
g H h:EL) th) th) L
reerateateerateateareeateateananeaeeanans : R | R Froverrannnnnnnnns Joeust
mw i Could be the top-level | | [
...."“-.,i I'eVised embeddings Of ‘H&l) 7{51) 'Hg” Q)
2 s “r. | astacked biRNN. | | |
Hello there relax ..."'., ._........................................................................................ i .e 1 P .e : - .é 3 ............ o

J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content
Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.

18
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RNN with deep self-attention

The entire mput text is now represented
the revised embeddings of its words. i We pass the weighted sum vector
(pomt) through another dense layer and :
softmax to obtain a probability score for :
""""" each class (here accept, reject). '

-----------------------------------------------------------------------

dense W (9 ettt
& softmax Compare to the correct predictions with a

ﬁz g’;fg:giﬂty i cross-entropy loss and backpropagate to

e adjust the weights of the entire neural
net, including the MLP and RNN(s).

The attention scores a; can also be used to highlight
rnv ¢ the words that influence the system’s decision most.

. You . are - and i vandal !

Hello there relax = =0z 2@ poSsisSeimnisisimnasss

' Thanks ! . ' Please ' go - yourself : . ! it j

Attention MLP

J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content
Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.

19
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RNN with deep self-attention

k
.......... hsum = Z athy
............... t=1
.................... Pa_RNN(rejeCt|C) — O'(thsum e bp)
al? = RELUWDh, + D)
amsgummmmmmEEEs ;;-(;;t-l-o-n """" B « .. B
ﬁz oty af ™" = rELUW Vgl 4 pi-D))
o acceptance
2 Logistic _ Probabilty a(l) - W(l)a(l—l) i p(1)
é Regression t t
: ap = softmax(agl); agl), iy ag))
e hi = tanh(Wyat 4+ Up(re © hi—1) + bp)
.......... B = o8 e B
Hello there relax L = O'(Wzilft + Uz ht—-l + bz)

ry = O'(er't -+ Urht—l -+ br)

J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content
Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.
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Text classification with stacked biRNN

i Compare (via categorical cross entropy) the predicted o to the correct 1-hot distribution
i and backpropagate to adjust all the weights, including the weights of the stacked biRNN.

N N i Global max-pooling creates a
= SOftmaX(Whmax +b ) i single vector containing the
: max per dimension of all the

o o o T (i_{( ) We pass it through a dense

max h( ))  max h( ) max ( A2 : 5

max — y eeey M : layer and softmax (or MLP) to :
obtain a probability per class. :

Qu

>

(]_{(L)<—> (}_{gl‘) — 7{?)‘—’ R ‘]_{(L)

bl !
[ L] |

(i_l)(l) ) ?{(1)4_} 7{(1) —— 1 — 7{(1)




RNNSs for Machine Translation

. ................................................................ . Encoder: hy = ¢<ht—17$t) = f (W(hh,)ht_l 4+ W(ha:)xt)
:  From the slides of .R. Socher’s E b = 2l = (W(hh) ht—l)

i course “Deep Learning for NLP”, :
i 2015. http://cs224d.stanford.edu/ : . = softmaz (Wh, )

Decoder:

Minimize cross entropy error for all target words
conditioned on source words
N

1
2 (n)),.(n)
max Nn§:110gpe(y ')

DeCOder: Awesome sauce
yl yz

This needs to
capture the
entire phrase!

22



Recurrent

Continuous-space
Word Representation

HEE BN EEEENEg

N RN R

1-of-K coding
Z .
CTT> {11111+

e = (Economic, growth, has, slowed, down, in, recent, years, .)

Last I_il- of the
encoder RNN.
Treated as
embedding of
the entire input
sentence.

From the slides of R.
Socher’s course “Deep
Learning for NLP”, 2015.
http://cs224d.stanford.edu/

Kyunghyun Cho et al. 2014

4/22/15
23



RNN-based Machme Translatmn

: Google’s paper: E
https //arxiv.org/abs/1609.08144 :

>

Images from Stephen Merity’s
http //smerity.com/articles/2016/
ooogle nmt arch.html :

............ Ea51er to explam
step by step...

____________________________

He loved ro ear . 24
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Basic Encoder-Decoder NMT

i Er liebte :
gThe last state of the encoder tries to : e el

represent the meaning of the entire  r~~1-~~~-~~~ ]~~~ -~~~ ,
source sentence. :

Decoder|
|

NULL Er liebte zu essen

He loved to eat

During training, at each time-step of the decoder, we can use the correct previous
word of the human translation (teacher forcing), or we can randomly use the
correct or the predicted previous word (scheduled sampling).

During testing (inference), we always use the predicted previous word; and we
either greedily select the most probable next word, or we use beam search to find
the translation y;" of x{* with the highest probability:

2 .n m-1 ..n
P11 p2lys, 2D p(s|yE 2 v DOy LX)

Google’s paper: https://arxiv.org/abs/1609.08144
Images from Stephen Merity’s http://smerity.com/articles/2016/google nmt arch.html 25
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Encoder-Decoder with attention

The source sentence is now represented by the weighted sum of the encoder states:

s*
s®
. a0®
Er liebte | .
""""

Decoder!

He loved to eat

For each German word, the attention scores over the English words change!

Each “attention” weight a; is a function of the corresponding encoder state Tl}-
and the previous state Z;_4 of the decoder (memory of translation so far), e.g.:

~

a = (W(h)h +W®z_ ) =vT (W[ Ei_l]), aj = Softmax(dj)
with a softmax to make the a; Weights sum to 1.

Google’s paper: https://arxiv.org/abs/1609.08144
Images from Stephen Merity’s http://smerity.com/articles/2016/google nmt arch.html 26
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Bidirectional LSTM encoder

The encoder is now a bidirectional LSTM. The encoder state for the j-th word of
the source sentence is the concatenation of the corresponding states of the
forward and backward LSTM.

Er liebte

Softmax !

? F }/ / ? | : ?_‘II::::::::::::::':

ID/GIID/ D Decoder |

TT H H ff 11 i — .
ide LSTMWE
iFwd Lst™ (> > > >() '

________________

i Embed

He loved to eat

Google’s paper: https://arxiv.org/abs/1609.08144
Images from Stephen Merity’s http://smerity.com/articles/2016/google nmt arch.html 27
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Stacking RNNs and residuals

“Residual”

i e DO O @ { connections (a kind

|
|
O : : of skip-connections) ;
. N : vanishing gradients
e gradients to their
R s .
' Encoder ) : only modifications :
s “ -- -- —— » i (differences) from i
i representations of

_____________ - - - R helps fight
L " i in backpropagation :
i inputs). Also allows :
lower layers.
Google’s paper: https://arxiv.org/abs/1609.08144

|
Encoder . . .
:— ———————————————————————— # # V - i (sum-nodes copy the :
i Sum e e e .
;‘-‘-‘_‘-‘-‘_‘-‘-‘_‘-‘-‘- . . : upper layers to learn
Images from Stephen Merity’s http://smerity.com/articles/2016/google nmt_arch.html 28
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RNN-based Machine Translation

A | Er liebre E Google’s paper. E
y : 5 sefmexi | https://arxiv.org/abs/1609.08144 :

: Images from Stephen Merity’s
i http://smerity.com/articles/2016/ :
' ooogle nmt arch.html :

-
---------------------------------------------------------------------------------------------------

Fwd LSTM (== )=C}=()i| : , , :
_jiiiiiiiiiii&)‘_'_i&}i:é}iiié)‘.'.'.'.’ii,I : Attention based on the previous state of the bottom
tEmbed : . . .
— B2 1T T decoder only, to speed up computations. : 59
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Recommended reading

M. Surdeanu and M.A. Valenzuela-Escarcega, Deep
Learning for Natural Language Processing: A Gentle
Introduction, Cambridge Univ. Press, 2024.

e Chapters 11, 12, 14. See https://clulab.org/gentlenlp/text.html
« Also available at AUEB’s library.

« Y. Goldberg, Neural Network Models for Natural Language *
Processing, Morgan & Claypool Publishers, 2017.

o Mostly chapters 14—17.

* Jurafsky and Martin’s, Speech and Language Processing 1s
being revised (3™ edition) to include DL methods.

o http://web.stanford.edu/~jurafsky/slp3/

30
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Recommended reading

* F. Chollet, Deep Learning in Python, 15t edition, Manning
Publications, 2017.

o 1%t edition freely available (and sufficient for this part of the
course): https:// www.manning.com/books/deep-learning-

with-python

o See mostly sections 6.1-6.3, section 8.1.

o 2" edition (2022) now available, requires payment. Highly
recommended.

* See also the recommended reading and resources of the
previous part (NLP with MLPs) of this course.
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BipAtoypapio — cuveyElo

* Av &yete amo to padnua s TN 1o PiAio twv Russel & ‘E = B,
. y , , ‘A;___-; l.‘
Norvig «Teyvnt Nonuocsovn — Mo coyypovn miEATL ¢
TpocEYyIony, 41 £ékooon, KiewwdpiOuog, 2021, unopeite va

cvuPovievteite Ta ke@dAiona 21 kot 24.
o Kovupiwg tic evotnrec 21.6, 21.8.2, 24.1, 24.2, 24.3.

o AMEC EVOTNTEG VTOV TOV KEPOAAi®V Ba KaAvpOovV Ge
enOUEVEC OLAEEELC.

‘:s:sﬁ
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