
Energy Economics and Policy
AUEB

Christos Karydas

ex: ETH Zurich – Chair of Economics / Resource Economics
now: Ernst & Young – Financial Services Risk Consulting

Lecture 3:
Energy Economic

Modelling

1



Objectives

• How do we analyse demand patterns?

• Important to: 

• Understand factors that influence energy consumption
• Get information on price and income elasticities
• Forecast energy demand

• Energy Economic Modelling

• Econometric modelling (OLS regression)
• CGE modelling (model economic flows using assumptions on 

production, demand, trade, taxation, etc.)
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Energy Demand

Demand elasticities a function of many variables:
Example: income, economic cycle, inflation, industry, social segment,…
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Energy Demand
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Energy Demand

→Why  elasticity falls when diesel is included? 
→Maybe more specific uses of diesel cars with less alternatives?
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Energy Demand

Factors that influence energy demand

• Prices (P), Income (I), energy services (S), education …

• Climate (C), lifestyle (LS), culture, location, …

• Efficiency of technology (φ), policy (τ), …

𝐸 = 𝑓(𝑃, 𝐼, 𝑆, … , 𝐶, 𝐿𝑆, … , 𝜙, 𝜏)
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Goals of empirical analysis

• Estimation of the short- and long-run price elasticities

𝜖𝐷 =

Δ𝑞
𝑞
Δ𝑝
𝑝

=
Δ𝑞

Δ𝑝

𝑝

𝑞
and 𝜖𝑖𝑗 =

Δ𝑞𝑖
Δ𝑝𝑗

𝑝𝑗

𝑞𝑖

(own price elasticity and cross-price elasticities)

• Estimation of the short- and long-run income elasticities

𝜖𝐼 =
Δ𝑞

Δ𝐼

𝐼

𝑞

• Analysis of the impacts of other factors (e.g. education, climate, …)

• Analysis of the ex-post impact of policy instruments (e.g. taxes, subsidies, 
tariffs, energy standards, …)



Energy Demand

Household «production» theory

Energy demand derived from the demand for:
• services like electricity, hot water, heating 
• Industrial production of goods and services

Given market prices, firms choose their inputs to production (e.g. capital and 
energy) in order to maximize profit or minimize their total production cost. 
Households also act as producers when doing their optimization:

Two steps:
1. Choose their optimal capital-energy combination (K, E) to produce a 

service (e.g. car Transportation, T) at the minimum cost
2. Contrast the amount of service (T) with other goods (OG) in order to 

maximize their utility given their budget constraint



Energy Demand

Household «production» theory

1. Choose their optimal combination (K, E) in to produce a service 
(e.g. transportation T) at the minimum cost

K
(capital)

E
(energy)

Isocost line

Isoquant

Production function
T=f(K,E)

min
𝐾,𝐸

(𝑝𝐾 𝐾 + 𝑝𝐸 𝐸)

s.t. 𝑇 = 𝑓(𝐾, 𝐸)

𝐾 = 𝐾 𝑝𝐾 , 𝑝𝐸 , 𝑇
𝐸 = 𝐸(𝑝𝐾, 𝑝𝐸 , 𝑇)

T𝐶 = 𝑇𝐶(𝑝𝐾 , 𝑝𝐸 , 𝑇)
TC transport. cost



Energy Demand

Household «production» theory

2. Contrast the amount of energy service (T) with other goods in 
order to maximize their utility given their budget constraint 
(expenditure on goods and services –cannot exceed income I)

OG
(other
goods)

T
(transport.)

Budget line

Indifference 
curve

Utility function
U=f(OG, T)

m𝑎𝑥
𝑂𝐺,𝑇

𝑈 = 𝑓(𝑂𝐺, 𝑇)

s.t. 𝑇𝐶 𝑝𝐾 , 𝑝𝐸 , 𝑇 + 𝑝𝑂𝐺𝑂𝐺 ≤ 𝐼

𝑇 = 𝑇 𝑝𝐾, 𝑝𝐸 , 𝑝𝑂𝐺 , 𝐼
𝑂𝐺 = 𝑂𝐺(𝑝𝐾, 𝑝𝐸 , 𝑝𝑂𝐺 , 𝐼)

𝐾 = 𝐾 𝑝𝐾, 𝑝𝐸 , 𝑝𝑂𝐺 , 𝐼
𝑬 = 𝑬(𝒑𝑲, 𝒑𝑬, 𝒑𝑶𝑮, 𝑰)



Energy Demand
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K
(capital)

E
(energy)

What about policy? Example: conventional vs. Electric car

Q2>Q1

Q1



Energy Demand
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K
(capital)

E
(energy)

Cost minimization and different relative prices 



Energy Demand
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K
(capital)

E
(energy)

Implications of an emissions standard S (energy consumption E<S)

S

With 
standard

Imposing a standard restricts the choices 
set and pushes consumers towards the 
more environmental friendly option. 

A standard works as an «infinite» tax on 
energy consumption above standard
but is less efficient because it doesn’t 
raise any revenue for the government! 

Without 
standard

No-go 
region

ok 
region



Energy Demand
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K
(capital)

E
(energy)

Implications of a CO2 tax

With 
tax

Imposing a taxation policy per unit of 
gasoline increases the relative price of 
energy and rotates the cost curve

The new equilibrium is the one where 
the consumer eventually chooses for 
the less polluting option

Without 
tax



Empirical analysis

The specification we use

𝐸 = 𝐸(𝑝𝐾, 𝑝𝐸 , 𝑝𝑂𝐺 , 𝐼, 𝑝𝑜𝑙𝑖𝑐𝑦, 𝑔𝑒𝑜𝑔𝑟𝑎𝑝ℎ𝑦, 𝑐𝑙𝑖𝑚𝑎𝑡𝑒, 𝑑𝑒𝑚𝑜𝑔𝑟𝑎𝑝ℎ𝑖𝑐𝑠, … )

Should match both our theory and logic and can be used to infer the different 
elasticities:

log𝐸 = 𝑎 + 𝜖𝐸 log 𝑝𝐸 + 𝜖𝐾 log 𝑝𝐾 +𝜖𝑂𝐺 log 𝑝𝑂𝐺 + 𝜖𝐼 log 𝐼 +. . +𝑒𝑟𝑟𝑜𝑟

• 𝜖𝐸 is the own price elasticity, 𝜖𝐾 and 𝜖𝑂𝐺 the cross-price elasticities of 
capital (e.g. price of cars) and other goods, 𝜖𝐼 the income elasticity etc..

• The error term represents the collective influence of any omitted variables, 
unpredictable human behavior, measurement errors etc. (more in a bit)



Empirical analysis

What we need:

1. Microeconomic theory

2. Data

3. Econometric methods (e.g. OLS regression analysis)

4. Interpretation of results



Econometric regression

Regression
Statistical procedure for quantifying economic relationships, testing 
hypotheses about them and do forecasting

OLS – ordinary least squares

• In the simplest linear case: 𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 +⋯+ 𝑒𝑟𝑟𝑜𝑟

Here we test how our dependent variable 𝑌 (e.g. Energy demand) is 
influenced by unit changes in the independent variables 𝑋𝑗, with 𝑗 = 1,2, . .

• The different coefficients 𝛽𝑗 inform us about the change in 𝑌 following a 

change in 𝑋𝑗 (holding all else constant), i.e. 𝛽𝑗 =
Δ𝑌

Δ𝑋𝑗
. The 𝛽𝑗’s are what we 

are interested in

• Hopefully the different 𝑋𝑗’s do not influence one another greatly such that 

our estimates for 𝛽𝑗’s are good enough (I won’t go into details in this class) 



Econometric regression

The basics of Regression (OLS – ordinary least squares)

• The logarithmic case is most widely used:

log 𝑌 = 𝛽0 + 𝛽1 log𝑋1 + 𝛽2 log𝑋2 +⋯+ 𝑒𝑟𝑟𝑜𝑟

Here we test the relative(%) change of our dependent variable 𝑌 (e.g. Energy 
demand) by relative(%) changes in the independent variables 𝑋𝑗, with j = 1,2, . .

• Here 𝛽𝑗 =
Δlog 𝑌

Δlog 𝑋𝑗
=

% 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑌

%𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑋𝑗
(holding all else constant), which is exactly 

the elasticity 𝜖𝑗!

To summarize:

• Linear case: 𝛽𝑗 =
Δ𝑌

Δ𝑋𝑗
= unit change in Y from 1 unit change in Xj

• Logarithmic case: 𝛽𝑗 =
Δlog 𝑌

Δlog 𝑋𝑗
= % change in Y from 1% change in Xj



𝛽1

Estimation

Example Car sales in the US

• Assume that sales S (in billion $) depend only on the price P (measured by 
a new car price index where 2016 = 100)

• In this simple model S = 𝛽0 + 𝛽1𝑃 + 𝑒𝑟𝑟𝑜𝑟

• If there was no error term, all observations (data) should fall on the line 
S = 𝛽0 + 𝛽1𝑃:

S = 𝛽0 + 𝛽1𝑃

𝛽1
𝛽0



Estimation

• But actually as you see below not all observations fall on the line

• Each observation has a vertical distance from the line, the residual

• The «best-fit curve» is the one that minimizes the sum of squared residuals
between the actual value of Y and the fitted value of Y (i.e. the line)

• This is the least squares criterion (that’s why «Ordinary Least Squares»)



Estimation

• The «best-fit curve» is the one that minimizes the sum of squared residuals
between the actual value of Y and the fitted value of Y (i.e. the line)

• For point (𝑃𝑖 , 𝑆𝑖) e.g. point A, residual is Ƹ𝑒𝑖 = 𝑆𝑖 − መ𝑆𝑖 where 𝑆𝑖 is the true 
observation and መ𝑆𝑖 our estimate, i.e., on our fitted curve

• Least squares criterion: min ( Ƹ𝑒1
2 + Ƹ𝑒2

2 +⋯+ Ƹ𝑒𝑁
2}



Estimation

• For the fitted line መ𝑆 = መ𝛽0 + መ𝛽1𝑃 we get መ𝛽1 = 0.57. It means that a 1-unit 
increase in the car price index is associated with $0.57 billion increase in 
car sales..

• That sounds a bit weird! increasing price increases car sales? Theory 

• The model can be improved if we account for other socio-economic factors 
such as personal income I and interest rates r (e.g. the 3-month T-bill) :

መ𝑆 = 51.1 − 0.42 𝑃 + 0.046 𝐼 − 0.84 𝑟

• Now መ𝛽1 = −0.42 such that demand is downward sloping. Theory 

• In addition a $1 billion increase in US personal income is likely to lead to a 
$0.42 billion increase in car sales, while a 1% reduction is interest rates 
leads to $0.84 billion increase in sales (because lending just became 
cheaper so people can buy a car with a lower interest on their loan)



Confidence intervals

• Of course if we used a different sample, i.e., a different collection of 

(𝑆, 𝑃, 𝐼, 𝑟) we would have gotten different estimates for the various  መ𝛽’s

• If we continue to collect samples and generate estimates መ𝛽, for each 
parameter 𝛽 we can construct a (approximately normal) distribution with a 

mean (our estimate መ𝛽) and a measure of dispersion/uncertainty around this 

mean, the standard error (s) of the መ𝛽 coefficient

መ𝛽 − 3𝑠 መ𝛽 − 2𝑠 መ𝛽 − 𝑠 መ𝛽 መ𝛽 + 𝑠 መ𝛽 + 2𝑠 መ𝛽 + 3𝑠

What is the probability that the true value of  
𝛽 lies within certain range of our estimate?

Pr( መ𝛽 − 𝑠 ≤ 𝛽 ≤ መ𝛽 + 𝑠) = 0.6827

Pr( መ𝛽 − 2𝑠 ≤ 𝛽 ≤ መ𝛽 + 2𝑠) = 0.9545

Pr( መ𝛽 − 3𝑠 ≤ 𝛽 ≤ መ𝛽 + 3𝑠) = 0.9973

Actually what we mostly use is:

Pr( መ𝛽 − 1.96𝑠 ≤ 𝛽 ≤ መ𝛽 + 1.96𝑠) = 0.95

→ 95% confidence interval



Confidence intervals

Sales

Price
index

Ƹ𝑒1

Ƹ𝑒𝑁

…



Confidence intervals

• The area within 1.96 std. errors of the mean is equal to 95% of the total area 

• Can we construct an interval around our estimate መ𝛽 such that there is a 95% 
probability that the true parameter 𝛽 lies within that interval? 

95% confidence interval
෡𝜷 ± 𝟏. 𝟗𝟔 × 𝒔𝒕𝒅. 𝒆𝒓𝒓𝒐𝒓 𝒐𝒇෡𝜷

𝑠 𝑠
1.96s1.96𝑠

መ𝛽



t-statistics

• If the 95% confidence interval contains 0 then the true parameter 𝛽 may 
indeed be 0, thus not influencing our explanatory variable; then if our 
estimate is not 0 then it’s wrong. 

• We can test this hypothesis that a true parameter is actually 0 by looking at 
its t-statistic:

𝑡 =
መ𝛽

𝑠𝑡𝑑. 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 መ𝛽

• If |t|<1.96 the 95% confidence interval around መ𝛽 must include 0. In this case 
we cannot reject the hypothesis that the true 𝛽 is zero and the estimate is 
not statistically significant



Example

Suppose in the previous example we had
መ𝑆 = 51.1 − 0.42 𝑃 + 0.046 𝐼 − 0.84 𝑟

9.4 (0.13) (0.006) (0.32)
𝑡 𝑠𝑡𝑎𝑡: 5.44 − 3.23 7.67 − 2.63

(In parentheses the std. error of each estimate መ𝛽, below their t-statistics)

We are 95% certain about the following estimates

P: መ𝛽𝑃 = −0.42 ± 1.96 × 0.13, → 𝛽𝑃 ∈ [−0.67, −0.17]

I: መ𝛽𝐼 = 0.046 ± 1.96 × 0.006, → 𝛽𝐼 ∈ [0.034, 0.058]

r: መ𝛽𝑟 = −0.84 ± 1.96 × 0.32, → 𝛽𝑟 ∈ [−1.47, −0.21]

None of the ranges above includes 0, such that all estimates are statistically 
significant at the 5% level (95% certain that the true value of the estimate lies 
within the range [... , ...]).



Goodness of fit
• Reported results inform us about how closely the regression line fits the data

• The standard error of the regression (SER) is an estimate of the std. 
deviation of the regression’s error term e
• SER = 0 → all data lie on the regression line
• SER > 0 → the larger the SER the poorer the fit of the data
• SER is a measure of the average distance of the estimates ෠𝑌 from the 

true 𝑌:

𝑆𝐸𝑅 =
σ𝑖
𝑁 𝑆𝑖 − መ𝑆𝑖

2

𝑁
=

σ𝑖
𝑁 𝑒𝑖

2

𝑁

• R-squared (𝑹𝟐): the % of variation in the dependent variable (Y) that is 
explained by all explanatory variables (different X’s)
• 𝑅2=0 → the chosen explanatory vars cannot explain any variation in Y
• 𝑅2=1 → the chosen explanatory vars explain 100% of the variation in Y

Not the std. error of 

the መ𝛽 estimators 



Goodness of fit
𝑹𝟐 - good and bad fit

𝑅2 = 0.85 = 85% 𝑅2 = 0.15 = 15%



Goodness of fit

Important: high 𝑅2 doesn’t necessarily mean that all variables included in 
the model are the right ones. 

Additional tests needed (will not go into detail):

•Do we look for a linear relationship when there is actually a non-linear one?
•Do we look in the right place? E.g. do we expect prices of wheat to influence vastly 
car sales? Theory?
•Is the specification of the equation correct? E.g. do we include all important 
variables?
•Are the independent variables independent from one another (multicollinearity)? A 
correlation between the X’s below 0.4 would be good. 
•Adding or removing one or two data points from our sample results in major 

difference in the estimated coefficients መ𝛽? Then the estimation is not robust.
•Is there another relationship between Y and the X’s that we do not account for by 
our model? Do we maybe need another equation?
•Does the std. error increase/decrease as my independent var increase/decrease? 
Not good -> heteroscedasticity



OLS using MS Excel
1. Import the data (each variable is a column)

2. Choose a model specification (e.g. linear y=a+bx or log-log logy=α+β logx)

3. Prepare your data in the right formal for the econometric software

4. Check variables for data consistency

5. Compute correlation matrix to check for multi-collinearity 

6. Estimation of the model using OLS

7. Read results and check for significance at 5% level



OLS using MS Excel
Example: Electricity demand in Great Britain for 1937

1. Import the data (each variable is a column)

Town 
number

Consumption Q 
(kWh)

Income p.c. 
I (£/year)

Electricity 
Price 1936 

p36 (p./kWh)
Gas Price 1936 

g36 (p./m3)
Capital K 

(kWh)

1 1772 629 0.33 4.2 0.2

2 532 279 0.48 10.5 0.4

3 2133 788 0.55 5.5 1.16

4 874 486 0.63 7.1 0.31

5 758 403 0.68 9 0.29

… … … … … …

… … … … … …

40 632 323 0.5 8.3 0.45

41 767 444 0.5 8.3 0.53

42 1877 524 0.5 8.9 0.51

2. Choose a model specification (e.g. linear y=a+bx or log-log logy=α+β logx)
E.g.: log𝑄 = 𝛽0 + 𝛽𝑝36 log𝑃36 + 𝛽𝑔36 log𝐺36 + 𝛽𝐼 log 𝐼 + 𝛽𝐾 log𝐾 + 𝑒



OLS using MS Excel
3. Prepare your data in the right formal for the econometric software

• Here prices are measured in pence/kWh, while income in pounds. At the time 1£ hat 
20 Shillings and 1 Shilling was equal to 12 p. →multiply prices by x 20 x 12 (not 
needed actually. But our numbers look nicer this way. Anyway when measuring 
elasticities we care about %-changes so units don’t play a role). Same for gas price.

• We will do a log-log regression such that variables should be in logs (=LN(Cell Num.))

Town 
number logQ log_I logP36 logG36 logK

1 7.479864131 6.444131 4.371976299 6.915723 -1.60944

2 6.276643489 5.631212 4.746669748 7.832014 -0.91629

3 7.665284718 6.669498 4.882801923 7.185387 0.14842

4 6.773080376 6.186209 5.018603464 7.440734 -1.17118

5 6.630683386 5.998937 5.094976443 7.677864 -1.23787

6 7.595387279 6.593045 4.787491743 7.367709 -0.31471



OLS using MS Excel

4. Check variables for data consistency: 

• No non-numerical of missing values in our dataset – that’s good!

• The independent variables should exhibit enough but not extreme variation:
• Otherwise how can we talk about % changes and elasticities? 
• If variation is extreme we talk about rare events that should be controlled for

• We can see that by scatter plot (Insert>Scatter (X,Y) where X is the number of towns 
and Y are logp36 and logpg36). Moderate variation - looks good:

To do a plot: Insert Tab > Choose your chart type > Insert Data from Columns
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OLS using MS Excel
• Moreover our data should follow theory otherwise there something wrong. 

Data? Theory?

a) Prices and Quantities move in the opposite direction: that’s good!
b) Income is positively correlated with consumption: good as well!

We don’t need to do a graph for every (X,Y) combination. We can instead 
calculate the correlation matrix (step 5)

Correlation [-1,1]: how well pairs of variables are related – co-move 
Corr=1→ perfectly correlated, Corr=0 → no-correlation (red line horizontal), 
Corr=-1 → perfectly negatively correlated. Watch out!! No causality inference

4.3
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4.7
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lo
gp
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OLS using MS Excel
5. Compute correlation matrix to check for multi-collinearity
Data Analysis Tool should be activated (go to File > Options > Add ins > Analysis ToolPack )! 
Data Tab > Data Analysis > Correlation

Input range: choose your columns including names in first row (check box labels in first 
row). Output range is where your table will be created. I chose its left-up corner to start at 
V6:

No two explanatory variables are perfectly correlated. That’s good! Otherwise we would 
have a multi-collinearity issue: can’t distinguish which X variable influences our Y

logQ logI logP36 logG36 logK

logQ 1

logI 0.77383 1

logP36 -0.28376 0.078419 1

logG36 0.021677 0.121292 0.364029 1

logK 0.109793 -0.335 -0.15794 -0.00212 1



OLS using MS Excel
6. Estimation of the model using OLS Regression

Data Tab > Data Analysis > Regression



OLS using MS Excel
6. Estimation of the model using OLS Regression
• Input Y Range: our dependent variable (including 1st line), i.e., log Q
• Input X Range: our independent variables, i.e., logP36, logG36, …
• Check box labels: keeps the names from the 1st line
• Output Range: where your Regression table will be shown. Here it starts at cell H45  

SER

Std. error 

of መ𝛽



OLS using MS Excel
7. Interpret results. Do they make sense?

Resulting multivariate OLS regression (check column Coefficients):

log𝑄 = 4.46 − 0.9 log𝑃36 + 0.05 log𝐺36 + 1.07 log 𝐼 + 0.18 log𝐾



OLS using MS Excel
7. Interpret results. Do they make sense?

Resulting multivariate OLS regression 
log𝑄 = 4.46 − 0.9 log𝑃36 + 0.05 log𝐺36 + 1.07 log 𝐼 + 0.18 log𝐾

• Elasticities: 𝜖𝑃 = −0.9 𝑜𝑤𝑛 𝑝𝑟𝑖𝑐𝑒 , 𝜖𝑃,𝐺 = 0.05 𝑐𝑟𝑜𝑠𝑠 𝑝𝑟𝑖𝑐𝑒

Question: Why is cross price elasticity positive? Positive cross-price elasticity 
means that when the price of gas goes up, so does the electricity price (gas is 
used for electricity production).

• What about significance? (remember: if |t|<1.96 – no go)

Since t stat for gas price is 0.31 the estimation is not significant. Also seen by the 
95% confidence intervals: they include 0. So we cannot reject the null 
hypothesis that the coefficient for gas is zero.



Energy Demand by firms

41

K
(capital)

E
(energy)

Cost minimization of the producer firm using capital and energy as inputs:

Q2>Q1

Q1

K
(capital)

E
(energy)

Q2

Isoquants Traditional 
tech

Energy-
efficient tech

How easily can we substitute energy with capital?
→ Elasticity of substitution (Hicks, 1932)



Energy Demand by firms

Firm production theory

In general, the production function of a firm can be written as  
𝑄 = 𝑓(𝐾, 𝐿, 𝐸,𝑀,… ), with K capital, L labor, E energy, M raw materials. Other 
factors can be knowledge capital (e.g. patents), or specialized human capital  

The objective of the firm is to minimize cost of producing Q:

min(𝑝𝐾 𝐾 + 𝑝𝐿 𝐿 + 𝑝𝐸 𝐸) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑄 = 𝑓 𝐾, 𝐿, 𝐸

with 𝑝𝐾, 𝑝𝐿 , 𝑝𝐸 market prices for capital, labor, energy. In many models we 
may use the interest rate r as the unit cost of capital and we may write w for 
the price of labor, i.e., the wage rate.

Same procedure as in household production theory gives

K=K(𝑝𝐾, 𝑝𝐿, 𝑝𝐸,Q),  L=L(𝑝𝐾, 𝑝𝐿, 𝑝𝐸,Q),  E=E(𝒑𝑲, 𝒑𝑳, 𝒑𝑬,Q)



Elasticity of factor substitution

Elasticity of substitution in production measures the relative change in the 
demand of any two factors of production due to changes in their relative prices:

K
(capital)

E
(energy)

ΔK

ΔΕ

Elasticity of substitution 𝜎 = −

Δ 𝐸/𝐾

𝐸/𝐾

Δ 𝑝𝐸/𝑝𝐾

𝑝𝐸/𝑝𝐾

how much percent less of E relatively to K the firm 

will use if E becomes  
𝛥(𝑝𝐸/𝑝𝐾)

𝑝𝐸/𝑝𝐾
percent more 

expensive, keeping output Q constant

Of course same reasoning applies to consumers

Intuition: how easily can we substitute K for E, keeping output constant?



Elasticity of input substitution

A ↑ A ↑A ↑

0 < 𝜎 < ∞ 𝜎 → ∞ perfect subst.         𝜎 → 0 no substitution
perfect complem. 0 < 𝜎 < 1 complements

𝜎 > 1 substitutes

The arrow shows the technology expansion path: assume that A1 < A2 < A3, then for the 
same combination X, Y , Q1 < Q2 < Q3



Elasticity of factor substitution



Ex-ante vs ex-post analysis
• Regressions:

• evaluate the interdependence and the causality of variables
• Estimate elasticities – very useful!!
• ex-post analysis of various policies
• forecast how certain variables will behave in the future

Big drawback of econometric regressions is the need of large datasets

• In many applications we need to model the reaction of more 
complex economic systems with more interlinkages

• Calibrated numerical models using explicit theory can be handy

• Using calibrated models we may capture first-order responses of 
complex systems and do ex-ante policy evaluation, with little data



Tax incidence revisited: an algebraic model

Example: Effect of environmental taxation on international coal market

1. Find data on base year production, consumption and prices of coal for 
countries that collectively represent global  coal supply and demand

2. Calibrate model to these data

3. Perform counterfactual analysis (what-if analysis) by applying taxes in a 
subset of regions – e.g. Annex B member states of a given environmental 
agreement

4. Assume coal supply is price-elastic (in the range 1 to 2)

5. Assume coal demand is price in-elastic (around 0.5)

6. Evaluate the global leakage rate:

𝑙 =
% 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑖𝑛 𝑐𝑜𝑎𝑙 𝑢𝑠𝑒 𝑖𝑛 𝑛𝑜𝑛 − 𝐴𝑛𝑛𝑒𝑥 𝐵 𝑠𝑡𝑎𝑡𝑒𝑠

% 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 𝑖𝑛 𝑐𝑜𝑎𝑙 𝑢𝑠𝑒 𝑖𝑛 𝐴𝑛𝑛𝑒𝑥 𝐵 𝑠𝑡𝑎𝑡𝑒𝑠



Tax incidence revisited: an algebraic model

Elasticities: 𝜖𝑆 =

Δ𝑄𝑆
𝑄𝑆
Δ𝑃

𝑃

, 𝜖𝐷 =

Δ𝑄𝐷
𝑄𝐷
Δ𝑃

𝑃

With Δ𝑄 = 𝑄 − 𝑄0 and 𝑄0 being the reference quantity for reference price 𝑃0, 
(equilibrium price-quantity) i.e. when 𝑃 = 𝑃0 then 𝑄 = 𝑄0.  Assume linear 
supply and demand curves and solve for Q:

𝑄𝑗 = 𝑄0𝑗 1 + 𝜖𝑗
𝑃𝑗

𝑃0𝑗
− 1 , for j={S,D}

Note: For calibrated policy analysis the elasticities are model inputs. In  
econometric models they are model outputs → Need for both approaches



Tax incidence revisited: an algebraic model

The basic structure of the model is summarized in the equation:

෍

𝑟

𝑆𝑟 𝑝 =෍

𝑟

𝐷𝑟 𝑝, 𝑡𝑟

The index r counts “r”egions. Moreover: 𝑝 is the world market price of coal, 
𝑆𝑟 𝑝 is the coal supply in region r, 𝑡𝑟 is a region-specific tax on coal, 𝐷𝑟 𝑝, 𝑡𝑟
is region’s r coal demand. The above states that in equilibrium global supply 
must match global demand

With linear supply and demand we may have:

𝑆𝑟 𝑝 = 𝑎𝑟 + 𝑏𝑟 𝑝
and

𝐷𝑟 𝑝, 𝑡𝑟 = 𝛼𝑟 − 𝛽𝑟(𝑝 + 𝑡𝑟)

We start off imposing the tax on demand; we know that it may well be that 
suppliers pay the tax in equilibrium (depending on the elasticities) 



Calibrated models using MS Excel

S0, D0 the base year supply – demand (i.e. 𝑄0𝑆 = 𝑆0, etc.)

Equilibrium values follow 𝑄𝑗 = 𝑄0𝑗 1 + 𝜖𝑗
𝑃𝑗

𝑃0𝑗
− 1 , for j={S,D}

Note that price and tax are in relative to P0 terms: e.g. t=1 means a tax equivalent to a 
100% increase in P0. 

Our criterion is to minimize square deviation: Δ = σ𝑟 𝑆𝑟 − 𝐷𝑟
2



Calibrated models using MS Excel

…

If the model is out of equilibrium the resulting imbalance is shown by cell B4 being non-zero 



Calibrated models using MS Excel

To restore balance (total supply = total demand) we use the Excel’s Solver 
(Data Tab > Solver). Again you need to activate it by File > Options > Add ins 



Calibrated models using MS Excel

See that after performing the optimization, the Sq. Deviation is zero 
(supply=demand) and the equilibrium price has changed.



Calibrated models using MS Excel

We perform a counterfactual analysis (what-if sg. happened) by 
assuming a benevolent “social planner” imposes a tax on heavy CO2 
emitters – USA and China

• What is the new equilibrium? 
• By how much is global consumption reduced? 
• What about the leaking rate (i.e. relative increase in demand in non-

taxed countries)

Let’s assume that t=1. We call the Solver again leading to the new 
equilibrium



Calibrated models using MS Excel

…



Calibrated models using MS Excel

• What is the new equilibrium? 
• New equilibrium price is 0.89

• By how much is global consumption reduced? 
• Global demand for coal (and alongside CO2 emissions from 

coal) goes down by 19%

• What about the leaking rate (i.e. relative increase in demand in 
non-taxed countries)
• The leaking rate is 13%. Countries that are not taxed benefit 

from the world price reduction and increase their 
consumption relative to the benchmark

• Although global emissions go down, we might see an 
increase in local pollution especially by less developed 
countries that don’t spend on energy efficiency



General Equilibrium Modelling

• Set up a model replicating all economic flows on the benchmark
• Production, consumption, imports, exports, government, policy in place

• Impose policies or alter existing ones to see how the equilibrium changes
• The policy that gives the highest “social benefit” wins 
• Most times an efficient policy (good for country) is not equitable (poor pay more)



General Equilibrium Modelling

Firms

Employ K,L,E 
and produce Q

𝑄 = 𝑓 𝐾, 𝐿, 𝐸

Households

Own 𝐾, 𝑅, 𝐿

Utility from 
consumption 𝑈 𝐶

Decide on C and I

supply 𝐾, 𝐿, 𝐸

pay 𝑝𝐾 , 𝑝𝐿 , 𝑝𝐸

pay 𝑝𝑄 for 𝑄

supply 𝑄 for 𝐶& 𝐼

Capital/Technology grow due to investments I 
𝐼 → 𝐾 ↑

Resources get depleted from energy consump. E
𝐸 → 𝑅 ↓

Exports and 
Imports



General Equilibrium Modelling

• Each node represents a production technology; σ elast. of substitution between inputs
• The exact specification depends on the modeller and on data availability
• Important data are the different elasticities of substitution σ and all economic flows
• Nowadays all countries collect data on their economic flows in Social Accounting 

Matrices (SAM)



General Equilibrium Modelling



General Equilibrium Modelling



General Equilibrium Modelling

Green Tax Reform / environmental tax reform

A reform in the fiscal system that raises energy/carbon taxes (good tax) 
and uses the revenue to reduce other distortive taxes (e.g. capital 
taxation) or is being redistributed per capita

• Redistributing taxes per capita (lump-sum) is better for the less well-
off: the tax amount is a bigger part of their income than for the rich

• The alternative would be to use the revenue to reduce capital taxes, 
which of course promotes investment and the growth of the 
economy (capital owners)

• Higher growth is however good for the future benefit of the whole 
society.

• In the end it’s a political and social decision which way forward 



General Equilibrium Modelling
Production and consumption structure of the model



General Equilibrium Modelling

• Efficiency (good for the economy as a whole) vs. equity (rich vs. poor):
• Using carbon tax revenue to reduce capital taxes is good for the country but 

affects more the less well-off. 

5 household types: 3 active (poor, mid-
income, rich) and 2 retired (poor, rich) →


