
Some furter reneas on OE based

Testing using

- Null asgaptotic equivalence between

theIn and the World statistic

under the null 3%: 000t
,
when

2Go e 0% (* Under the Var(zoo)= Assumption

The derived liveit theory directly

implies that under theHull and

if to is an interior point

Gm =Z zotope

and the World statistic,

Wm =
v (En-50) Un"(On-Po) and

W

since Vi = (TVT"Op,



While UCon-50)=200 +op()
it is obtocned that

In-Wrl = ope)
, gielding that

the two statistics
,
not only have

the same limiting distribution under

thehull , but they are also asymptotical-

My of the "same form"

· Sequences of Local Alternatives

The consistency property of a testing proce-

dure implies that the test can with proba-

bility converging to one distinguish the

null hypothesis from any fixed distribution

that supports the alternative , when the



later holds
.

A more strenuous environment

for the test
,
would evaluate the performa-

ne of the test for distributions in the

alternative
,
which however converge as

me too
,
to a distribution that lies in

thewull. One way to achieve this is to

consider the performance of the test under

Sequences of local (tothe null/alternatives.

Suppose for simplicity that the wall

hypothesis is simple,
Ho : Go =0↑, and for

SeRP
-> local parameter

In : 0= 0*
↳ rate of convergence

toHo.

Notice that underSte ,
Go is now considered



as dependent on n (it was up to now

considered independent of n), yet it

converges to rhefixed value appearing

in the mill
.

When 6 :Op
,
Hr = Ho

asymptotic
The local power of a giventesting procedure,a

solyIn under thishypothesis structure ,

(( ,*S, n) := lim IP(en Rejects Ho/under Hul.
n->700

It is expected that
for small values

of the local parameter s, whereas
An

is closer to Ho
,
the test would howe

more difficulty discerningAn fromHo

compared to the case for larger values

of the local parameter.



Consider for brevity , the case of a

Wold type test forto :

the statistic is Wu = n(On-0
*)VCOn-O

*)

and we have
that :

P .

d
. Matrix

a nCOn-+/)zuN(0,Vor
PtSM2

Where now lots/ denotes a distribution

that supports An)

b
. VV

Thenu" (F-0
*)= (O2-(0*S())+18-NGo

and thereby Wau (2+8)Vlz+a)
Pox18/n'e



But what is the distribution of the

quadratic form (zis) VCzt6) , given
thatV +~N(8 ,I ?



Definition of the Non-Central Chi-Square Distribution
The non-central chi-square distribution is a generalization of the chi-square distribution, arising as the
distribution of a weighted sum of squared independent normal variables. Specifically, if Zi ∼ N(µi, 1)
are independent, then

Q =
k∑

i=1

Z2
i

follows a non-central chi-square distribution with k degrees of freedom and non-centrality parameter

λ =
k∑

i=1

µ2
i .

Probability Density Function (PDF)
The probability density function (PDF) of the non-central chi-square distribution is:

fQ(x) =
1

2
e−(x+λ)/2

(x
λ

)k/4−1/2
Ik/2−1

(√
λx

)
,

where Ik/2−1(·) is the modified Bessel function of the first kind.

Relation to Quadratic Forms
The non-central chi-square distribution is closely linked to quadratic forms in normal random variables.
It describes the distribution of a positive semidefinite quadratic form

Q = X"AX,

where X ∼ N(µ, I) and A is symmetric.

1

Denote the chi-squared distribution
with to degrees

of freedom and non-centrality parameter by * (K ,3)

Observe that Xi =XCh,0).

Notice that figy,X &, IP(x =x) > (P(X(k ,
])=x),

El (P(xix)<P(X (H37X) =1)

P(X(d) 9(1)) 1-Gra = 2.



The previous definition then implies

those Wa us <(p, 8).
Po*Sink

Remember that the refection region for

the test is based on9p
(1-1)

,

and thereby

it is obtomned that

(Nu , 0* 6 ,n") = IP((p,5)>
(a)

(where equality is obtoned for S=)

Hence under the assumption framework that

led to the exactness and conservatism results

for the World test, and if a ,
b. hold

,
for



any SCIR"
,
the test is asymptotically

unbiased (i .e
.

the power is greater than equal to<
for
any sequence of local alternatives of

the forces 0*Mik.

[lovething analogous is true for the 6.
based test if a holds

,
Vo =- Yo

,
and

b* ,
for any-tyto

as an exercise !]
.

But when conditions like and d. Cor b hold !

For example
,
in the context of the NLLS Model

where the distribution of $ , en) is independent



of the local parameter a would hold

ifz
And it can be proven(using arguments performing
to the notion of Metric entropy)

,

that
, additionally

to the assumptions that led to the usual (8=
0
,
x1)

wear convergence , this holds if i
Continuous (W .

r
.
t
.
0) over some Bot, and

[SUllO2CDESA]LO
b
. Lord") would follow using exactly the same

arguments for the Hessian convergence in
the

case where 8=0+x

The previous hold trivially for the linear
regression case (the Hessian is independent of0)



import numpy as np
import matplotlib.pyplot as plt
from scipy.stats import chi2

# Parameters
n = 100  # Sample size
beta_0 = 0  # Intercept
sigma = 1  # Standard deviation of noise
alpha = 0.05  # Significance level
deltas = np.linspace(0, 3, 50)  # Sequence of local alternatives
num_simulations = 8000  # Number of simulations for each delta

# Power calculation
power = []
X = np.random.randn(n, 1)  # Predictor (fixed)

for delta in deltas:
    rejection_count = 0
    
    for _ in range(num_simulations):
        # Generate data under local alternative
        beta_1 = delta / np.sqrt(n)
        Y = beta_0 + beta_1 * X.flatten() + sigma * np.random.randn(n)
        
        # Estimate coefficients
        X_aug = np.hstack((np.ones((n, 1)), X))
        beta_hat = np.linalg.inv(X_aug.T @ X_aug) @ X_aug.T @ Y
        beta_1_hat = beta_hat[1]
        
        # Wald test statistic
        var_beta_1_hat = sigma**2 / (X.T @ X).item()
        wald_stat = beta_1_hat**2 / var_beta_1_hat
        
        # Compare with chi-square critical value
        if wald_stat > chi2.ppf(1 - alpha, df=1):
            rejection_count += 1
    
    # Compute power
    power.append(rejection_count / num_simulations)

# Plot power curve
plt.figure(figsize=(8, 6))
plt.plot(deltas, power, 'b-', linewidth=1.5)
plt.xlabel(r'$\delta$', fontsize=12)
plt.ylabel('Power', fontsize=12)
plt.title('Power of Wald Test under Local Alternatives', fontsize=14)
plt.grid(True)
plt.show()

Monte Carlo Exp: Power of Wald test unde local
alternatives in a simple

regression model



Monte Carlo Experiments

n = 100

2-

n = 500

q-

Notice that the above are M) approximations of

the local Power of the specific Would test for lived n !

the previous considerations were about theirpointwise
limits

asN++oo (


