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Thv Qo okovoETE

* AWWAOYIK( GUGTHUOTO TPOPOPIKNC KOl
YPOTTNC PUGTKNC YAWGGOG.

e YVOGTNUOTO TTOL ¥PNGLUOTOIOVV KUVOVEG,
OVOKTI O TANPOPOPLAOV, CVTOUATO.
TEMEPUGUEVOV KOATAUCTAGEMV, YPOUUUATIKEGS,
nlotola, Badud nadnon, tpo-ekmardogvuEVaL
UEYAAA YAMGGIK(I HOVTELQ.



Spoken dialogue systems
“Hi I'd like to fly to Heraklion.” (voice)

|

speech recognition (ASR)

1} [777, to, fly, to, 777]

NL understanding

parameter-input(arrive-to, noise)

dialogue manager —— other systems

| parameter-ask(arrive-to)

NL generation

| [sorry, where, do, you, want, to, go, 7]

text-to- speech (TTS)

l

“Sorry where do you want to go?” (voice)



2VGTNLUOTO TTPOPOPTKMDV OLOAOY WMV

* IHoAAES eQupuOYES, OTTMC:

O KAEIOLHO EOITNPLOV N TAPOYN TANPOPOPLAOY,

O mAONYNOMN KATA TNV 001 yNnon,

O EAEYYOC M TPOYPUULUOTIOUOC OLKLOK®OV GUGKEVMV.

* Hapo@opikn YA®ooa O0pEPEL TOAD OO TN YPOTTY).

Aaa,

KaANUEPOL.

Paa... Oa

VI O0PLO UIAGW, ETOL;

nheio

Vo KAglow yia.

... EEEE...

Mrmopeite vo pov meite ee... yia AOnva... yopww oTIC TEVTE. ..
gee... o &yel Oéoeis ue Oloumioxy.



2VGTNUOTO YPOTTOV OLUAOY®V

I'pantol owdroyor (m.y. o€
Messenger, Viber).

Xopic ta Aa0n g
avVayvVOPLoNS OULMOC.

XOpPIS avAyKn eYKaTOoTOONC
EI0TKOV apps.

Xmpic va akovv 01 TPLyvp.
EvkoAOtepn TOvTOTTOINON).

MIKTES AoV GELG
KEWWEVOU/KOVUTLOV KO
VTOAAA®V/GVGTNATOG.

AALG OVOKOALES OTOV TO!
YEPLOL EIVUL ATAGYOAUEVO.

Do you remember when the order
was placed, what it contained, or
do you have an order number?

Probably March or April and it
contained a pencil holder.

| found an order from February
2016 which contained a pencil cup
and four other items.

Order #1057-02

N
Pencil cup ‘\‘l 4’ ’
Notebook
Eraser pack \W _—

+2 other items

Is this the order you're looking for?



['evikn pop@n oA ywmv

Ev yével évag cuvopdntng ke popd £xer 1o Aoyo.
O AROQPEVYOVY VO HIAODV TOVTOYPOVA (turn taking).

o Evoéyetar Evag GuVOUIANTNG VOl EMLYELPNGEL VO TAPEL TO AOYO
0G0 HAdEL AAAOC, OAAQ VTTAPYOVY GNUELX TOV OLAAOYOV OTTOV
aVTO Dempeltol O PVOLOAOYIKO (KO ELYEVIKO).

o IL.y. 0tTov 0 OLANTNG OELYVEL VO £YEL GYEOOV OAOKANPDOGEL OVTO
OV AEEL N OTAV POTNCEL KATOOV GALOV.

20YVA AVOUEVETOL CUYKEKPLUEVT doun] OLaA0YOv.

o ILy. youpetiopoti, aitnua, GLALOYN TpoTUNGE®Y, emiefaimon,
QTTOYOALPETIGUOG.

X.€ TOAAG oNUELD AVAUEVETOL O GUVOUIANTNG VOl

OVTOTOKPLOEL LLE GUYKEKPLUEVO TPOTTO (dialogic pairs).

o ILy. YoupeTIGUOC—YOPETIGUOC, OUTNUA—OTO00YN 1] ATOPPIYT).

o Mo KaOvoeTtepnuévn GVTOTOKPLGN GE TETOLN GNUELN LTOPEL va
eEKANQOEL OC amoppryn, apvnon 1 ayEveLla (significant silence).

7



['evikn popen O10AOY®mV — GLVEYELN

* T'evikd o1 cGuvoIANTEC YpetdleTon va emPePar@vouy
OLIPK®OS OTL TOL OGO, KOV YIVOVTOL KOTOVONTA (grounding).
o H mapapovi) tov cuvouAnt eival acOeviic empepaimon.
o loyvpotepn emPePfaimon: o cuvoANTNC TALPVEL TO AOYO
0TS UVUUEVETUL, YVEQPEL KOTUPUTIKA, COUTANPOVEL 1
TOPAPPALEL TO ASYOUEVA TOV GUVOUIANTY) TOV KAT.

“. CUAnimate 1.2... @@@

Ewova and to CSLU Toolkit
(http://cslu.cse.ogi.edu/toolkit/).




Eliza (Weizenbaum, 1966)

Men are all alike.

IN WHAT WAY

They're always bugging us about something or other.

CAN YOU THINK OF A SPECIFIC EXAMPLE

Well, my boyfriend made me come here.

YOUR BOYFRIEND MADE YOU COME HERE

He says I'm depressed much of the time.

I AM SORRY TO HEAR THAT YOU ARE DEPRESSED

It's true that I am unhappy.

DO YOU THINK COMING HERE WILL HELP YOU NOT BE

UNHAPPY
(IInyn: http://web.mit.edu/STS001/www/Team7/eliza.html)

 To wpm®TO KUl 07T0 TO 7O YVOGTa chatbots.
O XVOTHUATO «KOVPBEVTIOOANC), OYL Y10 GUYKEKPILEVT] OOVAELA.
* Ymnpyov ypnoTeS OV GVLNTOVGOY HAVIMOMS Lol TOV.



[IpoPAnuota pe to Eliza

e IIoAV em@avelokn enecepyocio. XpNOULOTOLEL
— OTTAOTKEC TAPOPPAGELS TOV AEYOUEVOV TOV YPNOCTN,
— OmavTNoElS TaomaPTov (.Y, «In what way?»),
— EVTOMIONO GLYKEKPIUEVOV AECE®V (TT.Y. «my»).

HOW DO YOU DO. PLEASE STATE YOUR PROBLEM
['m wondering whether computers can think.

WHY DO YOU MENTION COMPUTERS

Since you are one I thought I would ask you - can you think?
DID YOU THINK THEY MIGHT NOT BE ONE YOU
THOUGHT YOU WOULD ASK I -CAN I THINK

Let's talk just about you - not me. Can you think?

YOU LIKE TO THINK I - NOT YOU - DON'T YOU
Pardon?

(IIny": http://web.mit.edu/STS001/www/Team7/eliza.html)
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[Tapaoeiyuoata kavovav tov Eliza
(amo to BiPAio twv Jurafsky & Martin, 3" €kooon)
(0 you 0 me) 2 (WHAT MAKES YOU THINK I 3 YOU)
* To 0 onuaiver * (0 N} mepiocoOTEPES AECELD).

* To 3 avagpépeton 6TIC AECELS TNG ELIGOO0V TOV AVTIGTOLYOVV GTOV 3°
Opo TOVL pattern, onAaON oTig AECELS TOV d0eVTEPOL 0.

Y ou hate me
WHAT MAKES YOU THINK I HATE YOU

(MEMORY my
(0 my 0 = LETS DISCUSS FURTHER YOUR 3)
(0 my 0 = EARLIER YOU SAID YOUR 3)
)

* Av 0 ypnotg mer «my» (m.y. «my father»), kpdra To TUNUO LETE TO

«my» ¢ Thavo BEua GuCNTNGMC Yo T GLVEYELD. . .
11



Chatbots Bacicueva e avaKTnen TANPOPOPLOV

User:
Cleverbot:
User:
Cleverbot:
User:
Cleverbot:
User:
Cleverbot:
User:
Cleverbot:
User:
Cleverbot:

Do you like Doctor Who?
Yes, so funny.
What's your favorite show? Amnd 1o BipArio tov Jurafsky
[ don’t have one. : :

’ ‘ & Martin, 3" £ékdoon).
What's your name?

Jason I already told you. —_
No your real name. To cvoTnuO OgV GDHOL‘COH Tl

Stephanie IS my real name. 7 éxﬁl TEL TTPOTNYOV lvléV(DQ- -

[ thought it was Jason?
How did you come to that conclusion.
Because you said so.

[ have to do my homework.

1 QTulivpA Y Chatbots: A conversation between a user and Cleverbot, an IR-based chatbot
(Carpenter, 2017).

e XPNOILUOTOIOVV COUATO KELUEVOV OLEAOYOV.
o IL.y. vwotitAol TaVI®V, GLLNTNOELS GE KOWVMVIKA OTKTLA.

* Bpiockouv Vv amdvtnon mov HodLEL TEPLGGOTEPO LIE
TNV TPOTOUGT TOL YPNoTN (m.y. edit distance, cosine similarity).

* 'H v andvinon mov akoAovbel (610 GOUO KEWEV®OV) TNV
TPOTOCT] TOL LUOLALEL TEPIGGOTEPO UE EKEIVT] TOV YPNOGTN.
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Chatbots Boaciopéva og vevpmvika okt

england .
Source Target t
@—0{0000}—0{0000} &ﬁ OQ& Oaﬁ (XX~ (XX ~J"]
I I
0000 ‘OOOO‘ ‘OOOO’ ‘OOOO‘ ‘QOOOM....h ‘OOOOH....‘ ‘OOCOH....‘ ‘OOOOH....‘
1
where do you live EOS1'Rob I in Rob england Rob . Rob
= D_Gomes25 Jinnmeow3 7 _ \
= skinnyoflynny2 1 us. london = -
s TheCharlieZ england =
2 Dreamswalls | ROP-71Z ¢ geat b _
3 s Tomcoatez reamswas g good £ Lietal. 5 “A Persona-
2 Bob_Kelly2 Kush 322 o =t B dN 1
= - sh 322 ) e 5]
o kierongillen5 - monday live okay = Case eu_ra
Z s This Is Artful # Aav o onversation
S | The_Football Bar DigitalDan285 tuesday stay i .,
& e - - : . = Model”, ACL, 2016.

* EKma1devovTol 6 GLALOYES OLOAOYOV (TT.). VTOTITA®V).
O 2TO TOPOTAV® GYNUCL LE KOOIKOTOMTES/ amoK®OKomomTéS RNN,

UmTopovUE va TpocHEcovue Tpocsoyn, va ypnoiuoromocovue Transformers...

o Ommg o1t UNYOVIKY] RETAPPACT] AAAL E0M OVTL Y10 HETAPPUCT] EYOVLE
K®MOIKOTOIN 61| TS EPAOTNGIS TOL YpN ot (I6MG Kol TG TPOIGTOPLAS TOV
OL0AOYOV) KOl TAPAY@YN TNS UTOKPLONG.

* Ot AéEer1g KOl 01 GUVOMIANTES TTaPIGTAVOVTAL WG Ovocuato (word
embeddings, speaker embeddings).

o Ta dwevoopata TV AECEMV 1)/K0L TOV GUVOULANTOV UTopel va Tol padeL o
1010 TO VELPWOVIKO OIKTLO KATA TNV EKTOUOELGN TOV.
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Task-oriented dialogs
. CUAnimate 1.2... [2|[B)K)

File Help

Welcome to the C S L U pizza parlor!
Would you like a small, medium or
large pizza?

Please speak after the tone.

Images from the CSLU Toolkit
(http://cslu.cse.ogi.edu/toolkit/). Very
nice GUI, but no longer available.

*\ Rapid Application Developer 2.0.0 Q@@
File Edit System View Help
QB & A
g {(:5} greét{ng
¥
JOF ! e
=¢© yYvyy
Go- |
& &
T . .
&
topping
yYyvy
75
& & & | &
H cheese hawaiian pepperoni xiegetarian _'Ij
Run || | pizzasad CLUWC;)\J
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http://cslu.cse.ogi.edu/toolkit/

Dialog management with FSAs

* Many practical task-oriented dialogue systems use dialogue
managers based on finite state automata (FSAs).

* In the simplest case, on entering a state the system utters a
prompt and expects to hear particular words. Depending
on the words 1t hears, 1t moves on to another state.

o In the example of the previous slide, at the size state the user
can say “small”, “medium”, or “large”, which lead to the
corresponding next states.

o At some states, additional actions may be performed (e.g.,
adding an entry to a database).

« To allow the user to utter entire sentences, often a
grammar has to be provided per state, to specify the
expected sentences.

o The grammar helps the ASR prune unlikely word
sequences. It also extracts semantics (e.g., field values).

19



Simplistic grammar example

NP = PN | Pron | Det Nominal

Athens, I, the
customer, an

Nominal < N | Adj Nominal | Nominal PP|  early flight, a

~ cheap flight

from London
to Athens, ...

PP - Prep NP ™
S 2> NP VP /I agree, I prefer a
VP> V|V NP late flight...

Pron =2 1

Det = the|a | an

PN -> Thessaloniki | Athens | London
N -> flight | customer | passenger

Adj = early | late | cheap

V = want | prefer| agree | disagree
Prep = to | from

Grammar rules

// acting as a

lexicon.

20



T~ Parse tree example

NP

P

Nominal NP

Pron \% Det Prep PN

I prefer a late flight to Athens )1



Double click on the order state

RAD prompt: order

TTS | Markup | Recorded | Recognition | DTMF | Misc | On Enter | On Exit | Tucker-Maxon

— Prompt

‘what size and type of pizza would you like?

-> Rec |
|

% Rapid Application Developer 2.0.0

File Edit System View Help

— 7 TTS Parameters

Language

Dialect

L@ @EE

=T

Pitch: 110 Hz |

—L

& R

=

&
)

gl«

Pitch Range: 19  Hz |
|

Speech Rate: 0.95 =

— |~ Captioning

¥ Show captioning ¥ Save geometry

Use: Ilts v | Face: |

)
&
=

&

o}
-
Q.
[1]
-

.

<
o
3.
<

l««—«

goodbye

st

[ &f100 &

F—

22



Double click on the exit arrow of order

p—

-

Vocabulary

General | Tucker-Maxon I

IV Grammar

Name: |pizza

$size = small | medium | gigantic | large;
$topping = vegetarian | pepperoni | cheese)

$pizza = [*sil%% | *any%%] $size $topping [*sil%% | *any%%];

initial symbol: pizza

| - disjunction

[...]: optional

$...: non terminal sybol

*sil: pause

*any: out of vocabulary words
% %: word on left not to be

3 included in the word sequence
the ASR will produce
------ -'-----------------------"-'lactWor El [
(44 File Edit System View Help
Semantlc grammar’; non- : o . 5
terminal symbols correspond t0  bunciion gg‘ b
types of entities, actions etc., i ?j 4
rather than syntactic const1tuents ] e /
h b ph e
(e.g., noun phrase, verb phrase). | =
————————————— e QMOHT MHWT = = Jndate Al | @ Eﬁ@ I N
%
oK . N <
I [ &0 &
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Double click on the verify state

RAD prompt: verify

=

TTS I Markup l Recorded | Recognition | DTMF | Misc | On Enter l On Exit | Tucker-Mazon |

— Prompt -

Y'ou ordered a $order(recoqg] pizza.

-> Rec

— I TTS Parameters -

$order(recog): The
recognized sequence of
words at state order.

Kl

A Rapid Application Developer 2.0.0

File Edit System View Help

&
Language Dialect @ Stel‘t
[ = 9 B 2}
Pitch: 110 Hz 11 <::D order
Pitch Range: 19 Hz L] ¥

|

I
Speech Rate: 0.95 =z |
— I Captioning -

¥ Show captioning ™ Save geometry

H,
& D

= verify

Use: Itts v Face: I

goodbye

oy

[ &5 &
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2TpaTnYIKEC emiPePaimonc
o Pt emPePatwon (explicit confirmation).
o «Eimate 011 OéheTe va mwdte otnv AOMva;»
o «Qote OéAete va metdete mpog tnv AN va, avpro, otig 9:00,
ue tnv OAvumioxn;»
o 2VuvNOmS TPOTIUOTEPN UOVO GE KPLOLUO GNUELX 1) OTOV T
BeParotnTa avayvopiong/Katavonons eovng etvor younii.
* Ymovooopevn empePaimon (implicit confirmation).
o «Tvopa BEAeTE va @UYETE Y100 TV AONVOL»
o Ilpototepn o€ un Kpiowa onueia, pe exapkn peporotnra.
* AmOpPpYN (rejection), av 1 PefardtnTo ivor ToAD youniy.
o ILy. apyikd cOvroun amoppuyn («Xvyyvoun, Tt EImATE;»),
KOTOmY o Katevfovopevn («Xvyyvoun, tote imate 0Tl

OEéAeTE Vo QUYETE;»), LE TEMKA EVTEAMG EAEYYOUEVT €1G000
(1.%. «[lopoKaA® TANKTPOAOYNGTE. .. »).

27



[TpmwTtoovAia (initiative)

e XTO GLOTNUOTO UE GVTORATO OC LOVTEAQ OLOAOYOL, O
O14A0Y0C KaB0ooNyEITOL KUPIMS 0TTO TO CVOTI|NC.
o HpoTtofoviia cLGTNNETOS (system initiative): TO GOGTNUO EYEL
oV €AeYY0. I1.y. TO CVGTNUO TPOGPEPEL GLYKEKPLUEVEC ETAOYEC
KOL 0 ¥PNOTNG EMAEYEL N TO CUGTNUO POTE TIG TULEC
CUYKEKPILEVOV TOPAUETPWOV KO O ¥PNOTNG TIG OLVEL.
e EvoAloxtikd, o 01dAoyoc KaBoonyeital amxd To pNoTY.

o IpwTofoviio yprotn (user initiative): 0 ¥PNOTNG EYEL TOV EAEYYO.
I1.y. B€tel epOTNOELC 1 OlvEL EVTOALG KO TO GOGTNUA OTTALVTAL.
e 2& O1AOYOVC NETAED aVOPOTOV, 0O O1AALOYOC GLYVA OEV Elvan
OLIPKMOG VTTO TOV EAEYYO TOV 1010V GUVOLLANTY).
o Mkt Tp®TOPoVALO (mixed initiative): .. TO GUGTNUO CEKIVA LLE
«I1og umop® va Goc eELINPETNCM;», KOTOTLY TOIPVEL TNV

npwtoPovAia 0tav yperdletar («Tr wpa OEAeTE va TETAEETE;»).
28



Aoy eipion olAOY®V LEGH TAUGIMV

* Hvmoompién pmiktng tpmtofoviiog sival cuyva
EVKOAOTEPT UE TN YPNOT] TAULGLOV.

Ll umrop vo oag eComnpeTtnow; Iy, ue

O&lm va KAelom po TTon Yo ovplo pe TV OADUTIOKY]  VPHHOTIK
TPpog TNV AN VA GTIC TEVTE.

requestType(booking) A date(tomorrow) A carrier(oa) A
destination(ath) A departTime(17:00)

Ao wod Oélete vo avoywpnoete;

requestType [ booking | ®élete va kAgicete | va aAAAEETE E1G1TNPL0;

carrier OA Me ol etoupeio Ol eTe va meTAEETE;

date 23/5/11 [Towa nuepounvia 0éAete va metacers;
i | departFrom And mov 0€AeTE VA AVOYOPNCETE; i
-

destination ATH [Totoc¢ elvon 0 TPOOPIGUOC GOG;

departTime | 17:00 T opa BEAeTE VO OVaY®PTCETE;

29



Aoy eiplon olAOY®V LEGH TAUGIMV

* To chotTnuUa YPNGUOTOLEL LI YPOMUUATIKY TOV KOADTTEL
TPOTAGELC Y10 OTTOLOONTOTE TEHLA TOV TAOUGIOV.

o 'Towc¢ kot wedta Yo Ta 0ol O ¥PNOTNG 0LV Elye pOTNOEL.
o H ypoauppotikn e€ayetl Kot Tic TINES TOV TEOLOV.
O AVDGKOAOTEPN £TCL OUMC 1] AVAYVOPLET POVIGS, YIOTL N
YPOULOTIKY] ETITPETEL LEYOAVTEPT TOIKIALN TPOTAGEMV.
e Av AElmEL N TIUT EVOS TEOLOV, TO GUGTNLO TTALPVEL TNV
TPOTOPOVALY KUl pPOTA Y10, CVTO.
o I KaBg medlo, T0 TAAIGL0 TOPEYEL KATAAANAN EpOTNON.
e Mmnopel va yp1nGILOTOI0VVTOL TOALD TAULGLO.

o Evoéyetan va ypnoiponoleital ypa@og Le koppovs-rrhoicio
(.. TPOTA TAAIGLO Y10 KAEIGIUO El01tnpimV, HETA TAAIG1O0
Y10, KAEIGIHO EEVOO0YEIOV) 1)/KOL KAVOVES N TUELVOUNTES
OV VO, EMAEYOVV TO TAOLGLO TTOV Do evepyomoinOei.

30



Voice XML ue mpotofovAio cuoTiUaToC

IIpoaipetikn
LEAETN

<noinput>

AV 0€V OKOVGANE TITOTA, TTEC OVTO KOl

I'm sorry, I didn’t hear you. <reprompt/> <

</noinput>

<nomatch>
I'm sorry, I didn’t understand that.
</nomatch>

<form>
<block> Welcome to the air travel consultant.
<field name="origin">
<prompt>
<grammar type="application/x=nuance-gsl">

<reprompt/> 1,__----.

</block>

Which city do you want to leave from? </prompt>

enavaiafe To mponyovuevo prompt.

Av 0gv KatardPape 11 gine 0 ypnoNc,
TEC OVTO KO TO TTPOTYOVUEVO prompt.

Emutpenopevec amokpilosis oe

[(san francisco) barcelona (new york)] <
</grammar>
<filled>

<prompt>
</filled>

</field>
<field name="destination">
<prompt> And which city do you want to go to?
<grammar type="application/x=nuance-gsl">

[(san francisco) barcelona (new york)]
</grammar>
<filled>

<prompt>
</filled>

</field>
<field name="departdate" type="date">

OK, from <value expr="origin"/>

OK, to <value expr="destination"/>

<prompt> And what date do you want to leave?
<filled>
<prompt> OK, on <value expr="departdate"/>
</filled>
</field>
<block>

<prompt> OK, I have you are departing from <value expr="origin"/>

to <value expr="destination"/> on <value
</prompt>
send the info to book a flight...
</block>
</ form>

</prompt>

</prompt>

avtd to onueio. [ ][=OR, ( )=AND

!

</prompt>
—_—

IHpoTofoviio cvoTiuaTos. Zntdue
GELPLOKA TIC TILEC TOV TPV TEOI®V.

</prompt>

\

\\

Empepaimon tiunc weotov.

</prompt>

Yuvvokn emPePaimon.

expr="departdate"/>

-
i [Mopédetypa and to Piprio Tov !
i Jurafsky & Martin, 3" ékdoom. |




HEAETN

Voice XML pue pikty tpotopoviio

<noinput> I'm sorry, I didn’t hear you. <reprompt/> </noinput>

<nomatch> I'm sorry, I didn’t understand that.
<form>
<grammar type="application/x=nuance-gsl">
<! [CDATA[
?[

Flight (
(i [wanna (want to)] [fly gol)
(i’d like to [fly gol)
([(A wanna)(@’d like a)] flight)

<reprompt/> </nomatch>

/

ITpoaupetikn

I'pappotikg yuo 040 10 TAGiono.
Flight = ...
City =2 ...
[ ]FOR, ( )=AND, ?=npoa1petiKo.
City:x = City pe return(x).
<origin $x> = yéuiouo mediov.

]
L

( [from leaving departing] City:x) {<origin $x>}

( [(?going to) (arriving in)] City:x) {<destination $x>}

( [from leaving departing] City:x

[(?going to) (arriving in)] City:y) {<origin $x> <destination Sy>}

]
?please

City [ [(san francisco) (s f o)] {return( "san francisco, california")}

[(denver) (d e n)] {return( "denver, colorado")}
[(seattle) (s t x)] {return( "seattle, washington")}
]

11> </grammar>
<initial name="init">

<prompt> Welcome to the consultant. What are your travel plans?
</initial>

<field name="origin">

Jurafsky & Martin, 31 ékdoon).

Lo o e o
</prompt> {

[Tapdodstyuo amd to Piprio TV

Av €yeL petverl kevo Eva medio,
TEC TO AVTIoTOLYO prompt.

EmpePaimon nediov, av Exel yeuioel.

<prompt> Which city do you want to leave from? </prompt>
<filled>
<prompt> OK, from <value expr="origin"/> </prompt>
</filled>
</field>
<field name="destination">
<prompt> And which city do you want to go to? </prompt>
<filled>
<prompt> OK, to <value expr="destination"/> </prompt> A///
</filled>
</field>
<block>

<value expr=
</prompt>

<prompt> OK, I have you are departing from
to <value expr="destination"/>.
send the info to book a flight...
</block>
</ form>

"origin"/>

«— XvvoMkKn emPepaimon.
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AVTL Y10, YPOULLOTUKEG. .

* AVvTi Y10l YPOUUOTIKES, EVOEYETOL VO ¥PNCILOTOLELTOL EVOL
YAMGGIKO HOVTELD Kot uEO0OOL KOTYOPLoTOInGeNS
Aé€emv (token classification).

o To yh®moo1ko povtéro Pondd v avayvopien @S vo 0MGEL
TPOTEPULOTNTA GE MO TOAVES TPOTAGELC.
o H koatnyopromoinon Aé€e®v onuelmvel PPAGELS TOV

QVTIOTOLYOVV GE TINES TEOLMV £vOC TAouciov. I1.y. ue RNNS,
CNNs, Transformers, 0t®¢ GTOV EVIOTIGUO OVOUATOV OVIOTITMOV.

o Amoatteital, OU®C, KAVOVIKOTOINGT TOV PPACEDV-TILOV
(EVKOAOTEPO LE KMOIKOTOINTN-OTTOKMOIKOTOUNTN).

:ignore Ka;“n“épa O 1”]987\.(1] [noise #$#$@#$] [ignore E(Xp(XK(X}\.O’) V(X]

:requestType K}LSiG(D] [noise @#$#$] [destination Y AGf]VOL] [noise @#$@]

:departTime GT1g ﬂéV’CS] [noise #$$@#$] [date Oﬂ,)plO] [noise $@##$$]
:carrier He O}LUMTU,(XKT’]]
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[ vooTikn Teployn Ko Tpobeon

¢ Y& ovotmuorta Onwc ta Sirl, Alexa, Cortana, Google Now
YPELACETAL VO KATAAAPOVUE TN YVOOTIKT TEPLOYN)
(domain) kot TV Tp60eon (intent) Tov ypNoTN KoL VOl
GUUTATPOGOVLE TO TEALA TOV OVTIGTOLYOV TAOGIOV.

DOMAIN: ATR-TRAVEL
Show me morning flights from INTENT: SHOW-FLIGHTS

. ORIGIN-CITY: Boston
Boston t n Franci nT
oston to Sa ancisco on Tuesday ORIGIN-DATE: Tuesday

ORIGIN-TIME: morning
DEST-CITY: San Francisco

[Tapadeiyporto

DOMAIN: ALARM-CLOCK
INTENT: SET-ALARM
TIME: 2017-07-01 0600-0800

Wake me tomorrow at 6

* Mnopei va yivovtal OAQ LEGH YPOURAETIKOV 1] VO
VTTAPYOVV CEXMPLETOL TASIVOUNTES TOL VO, LOVTEVOVV TN
YVOOGTIKI TEPLOYN, TNV TPOOEST, TO TENLQ.

and 1o Biprio tov

35



Evpeon yvootikng teptoyne uecw LLM

Prompt Determine which domain is considered in the following dialogue situation. r : :
Choose exactly one domain from this list: restaurant, hotel, attraction, taxi, train Oﬁﬂ'{lﬁg (IHStI'U.CtIOIlS)

Answer with only one word, the selected domain from the list. You have to always select the most probable domain.
- Example 1:
Customer: I need a cheap place to eat

Assistant: We have several not expensive places available. What food are you interested in?
Customer: Chinese food.

Domain: restaurant
Example 2:

Hopadeiypoata (demonstrators,
Customer: What is the address? -« .
Assistant: It’s 123 Northfolk Road. in-context few-shot examples)

Customer: That’s all. I also need a train from London.
Domain: train

Now complete the following example: < E16050€ Yy Ty omowa CT]TSVC(H
Domain: S — amoKplon Kot n orokpion tov LLM
Output:  hotel —

Table 4: A prompt used for domain detection for MultiWOZ. It contains task definition, domains description, static
examples and

[Tapdoestypa amd v epyocia tov V. Hudecek kal O. Dusek, «Are Large Language Models All You Need
for Task-Oriented Dialogue?», SIGDIAL 2023 (https://aclanthology.org/2023.sigdial-1.21/).
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Evpeon npoOeonc (intent) ueco LLM

We have the following set of intents along with their descriptions:

* no: The intent "no" signifies a straightforward refusal or a negative response to a question or
statement, indicating a lack of agreement or affirmation.

*x what_can_i_ask_you: The intent "what_can_i_ask_you" pertains to seeking guidance or sug-
gestions on the types of questions or topics that can be posed.

*x what_are_your_hobbies: The intent "what_are_your_hobbies" involves prompting someone to
share information about their personal interests and activities, offering insights into the individual’s
leisure pursuits and pastimes.

* insurance: The intent "insurance" pertains to inquiries or requests related to obtaining informa-
tion about insurance coverage or the specifics of the insurance plan of the user.

* calculator: The intent "calculator” involves users seeking access to or information about a digital
or physical calculator, expressing a need to perform mathematical calculations or inquiring about
the functionalities of a calculator tool.

»3

A user wrote the following text: "can i know what type of things you can help me with™. The
intent of this text is definitely one from the five intents in the previous set.

What was the intent of the user when they wrote this text? Let’s think step by step, answer in a
single sentence, do not speculate and for your answer include the intent as written in the previous

set, exactly as it is written there.

[Tapdodetypa oo 1 dumdmuotikn epyacio tov A. Kovtosiavov, «Chain of Thought
Prompting for Intent Classification using Large Language Models», [IMX «Emotiun
Agdopévavy, 2024 (https://nlp.cs.aueb.gr/theses/Capstone_Thesis_Report.pdf ).
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Evpeon tiuov meoiwv ueocw LLM

Prompt Definition: Capture entity values from last utterance of the conversation according to examples.
Capture pair "entity:value" separated by colon and no spaces in between. Separate entity:value pairs by hyphens.
If not specified, leave the value empty. Values that should be captured are:
- "pricerange": the price of the hotel
- "area" that specifies the area where the hotel is located (nort

west/south/centre)

- "internet" that specifies if the hotel has internet (yes/no) .
- "parking" that specifies if the hotel has parking (yes/no) \ Oﬁﬂ’y e Yo
- "stars" that specifies the number of stars the hotel has (1/2/3/4/5) .
- "type" that specifies the type of the hotel (hotel/bed and breakfast/guest house) GDYKS]fp HHEVT] ,
[history] YVAOOTIKT] TTEPLOYM
(domain) -
Output: pricerange:"cheap" - \

Table 5: A zero-shot version of the prom
definition, domain description, dialogue history a

state update prediction for MultiWOZ 2.2. It contains task

Eic060¢g y10 TV omoia (nreiton

21 Béon tov [history] Oa Eumarve amoKplon kot 1 ardkpion tov LLM

OLOG O TTPOTMYOVUEVOC OLAAOYOC.

Oa unopovoape va glyoue TpocOicel md peptkd
nopadeiypota (few-shot examples) oto prompt.

[Tapdoestypa amd v epyocia tov V. Hudecek kal O. Dusek, «Are Large Language Models All You Need
for Task-Oriented Dialogue?», SIGDIAL 2023 (https://aclanthology.org/2023.sigdial-1.21/).
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End-to-end dialogue systems based on Transformers

————— » Empty Query Results case @ If Empty Query Results, Response : There’s no restaurant
- meets your criteria
» Normal case Candidates after Query
No Results L Response : frankie and bennys meets your
@ \ \ criteria. Would you like to book it ?
DB Candidates after Query 2\

“food” : “Italian” | @ A
1
]
1

A
|

I

|

:

I

“ ", u . ” |

Query name” : “frankie and bennys Que | I
w. ".a - n ry results I

— > "prlce"r.ane : "expenswe | b |
area” : “south I

I

|

I

I

|

I

I

I

|

|

I

|

I

I

I

|

I

|

|

- | | Response : [restaurant_name] meets your
@ \ | criteria. Would you like to book it ?
_ @ ' ‘
Dialogue state .
) - System Action System Action
restaurant | pricerange : expensive
Restaurant- name : Restaurant None-None
food : italian inform [restaurant-name] -nooffer
area : south |
Dialogue state System action Response
GPT-2 AL AL A A A A A A 4 4 4 4 4 4
( LI L LI LI LI L LI LI} LI LI L] LI}

_ —
Word decoder layer

Dialogue history :
<usr> | 'd like to find an expensive place to TranSformer deCOder bIOCkS
dine that specifically serves Italian food .
<sys> Okay . Would you like to go to the
centre or south part of town ? ; :
<usr> | would like the south part of town
please . —> Dialogue history  Dialogue
LA H

P A

System action Response
I N T T Y I I

v W W W W W [% W W v

state

Figure from Ham et al. (2020), “End-to-End Neural Pipeline for Goal-Oriented Dialogue Systems using
GPT-2” (ACL 2020, https://aclanthology.org/2020.acl-main.54/).
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Dialogue systems based on Transformers

* A pre-trained Transformer is fine-tuned on examples containing:

@)

@)

@)

The dialogue history (the previous user and system utterances).
The correct current dialogue state (frame, serialized) given the history.

The correct system action (e.g., a database query using values from the
dialogue state as search constraints).

The response to the user, as a template where values retrieved from the
database (e.g., [restaurant name]) will be replaced during post-processing.
- Dialogue history  Dialogue state System action Response

- Dialogue history  Dialogue state System action Response

* The system is fine-tuned to generate (auto-complete) the dialogue
state, system action, response, given the dialogue history.

@)

The paper of the previous slide used a decoder-only GPT-2, pre-trained as
a language model (section B9). Encoder-decoder models could be used too.

o With a model like ChatGPT, one could also use prompting with few-shot

examples instead or in addition to fine-tuning.
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AaPacpua

e MeydAo uEPOC TNC LANG AVTNC TNG EVOTNTOC
KOADTTTETOL OO TO KEQ. 25 Kol To mapaptnuo K ¢
3N ékooong (Vo mpoeTonacio) Tov PiPAiov «Speech
and Language Processing» tov Jurafsky & Martin,
Pearson Education.

o http://web.stanford.edu/~jurafsky/slp3/

o T Tic e€etdoelc yperaletal va yvmpilete povo oca
AVOPEPOVV O1 OLOPAVELEC TOV LB LLOTOC.

o Mmnopeite va copPovievteite (otn PipAodnKn tov
OITA) ko T0 KeQ. 24 TG 2" Ekooongc, evotnteg 24.1—
24 .4,
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