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What is Knowledge Organization (KO)?

By Birger Hjgrland

Abstract:

Knowledge Organization (KO) is about activitieslsas document description,
indexing and classification performed in libraridatabases, archives etc. These
activities are done by librarians, archivists, sabgpecialistas well as by computer
algorithms KO as a field of study is concerned with the na@and quality of such
knowledge organizing processes (KOP) as well agrnbe/ledge organizing systems
(KOS) used to organize documents, document repiasams and concepts.

There exist different historical and theoreticgbiaaches to and theories
about KO, which are related to different views nbwledge, cognition, language,
and social organization. Each of these approa@melstto answer the question:
“What is knowledge organization?” differently. Lifofessionals have often
concentrated on applying new technology and staisdand may not have seen their
work as involving interpretation and analysis ofami&g. That is why library
classification has been criticized for a lack ddsiantive intellectual content.

Traditional human-based activities are increasioglgllenged by
computer-based retrieval techniques. It is appat@tio investigate the relative
contributions of different approaches; the cur@rallenges make it imperative to
reconsider this understanding. This paper offersraterstanding of KO based on an
explicit theory of knowledge.

1. Introduction

Knowledge Organization: The narrow and the broadeaining of the term
In the narrow meaningnowledge Organization (KO) is about activitieglsas
document description, indexing and classificatierfgrmed in libraries,
bibliographical databases, archives and other knfidsiemory intuitions” by
librarians, archivists, information specialistshet specialists, as well as by
computer algorithms and laymen. KO as a field oflgtis concerned with the nature
and quality of such knowledge organizing proce¢k€&X) as well as the knowledge
organizing systems (KOS) used to organize documdatsiment representations,
works and concepts. Library and Information Sciefhd8) is the central discipline
of KO in this narrow sense (although seriously idmged by, among other fields,
computer science).

In the broader meanirig KO about the social division of mental labog, the
organization of universities and other institutidoisresearch and higher education,




the structure of disciplines and professions, e organization of media, the
production and dissemination of “knowledge” etch@ok such as Oleson & Voss
(1979)The Organization of knowledge in modern Americ&0:8920is an example
of the study of knowledge organization in the breadse. We may distinguish
between the social organization of knowledgeone hand, and on the other hand the
intellectual or cognitive organization of knowleddde broad sense is thus both
about how knowledge is socially organized and heality is organized. The
uncovering of structures of reality is done by $sivggle sciences, e.g. chemistry,
biology, geography and linguistics. Well known exd@s are the periodic system in
chemistry and biological taxonomy. Generalized tlesoabout the structure of
reality, such athe theory of integrative levelsst advanced by Auguste Comte
belong to the philosophical disciplines “metaphgsiand “ontology”.

While Library and Information Scienc@.|S) is the central discipline concerned with
KO in the narrow sense of the word, other discgdisuch as the sociology of
knowledge, the single sciences and metaphysicsesuteal disciplines concerned
with KO in the broader sense of the word. The intgoace of regarding the broader
field of KO is related to the question about how KQhe narrow sense can be
developed. A central claim of this paper is that iIkGhe narrow sense cannot
develop a fruitful body of knowledge without corsishg KO in the broader
perspective. In other words: There exists no cldaatverse of knowledge” that can
be studied by KO in isolation from all the othelesces’ study of reality.

Further description of the field of KO is dependentthe theoretical perspective,
which is why we shall introduce the most importaetspectives below.

2. Theoretical approaches to Knowledge Organization
KO has mainly been a practical activity without mudlkeory. Miksa, for example,
wrote:

Now, we could simply conclude with Dolby and oth#hat library classification continues mainly agractical
matter, that it is by and large devoid of substemniintellectual content, and that it continues ryebbecause of
inertia in a field in which classification schemegented late in the nineteenth century continuegaised
(Dolby 1979, p. 187; Mayr 1982, pp. 1-48)" (Miksa98, 49).

It has often been assumed that the practical arghon of knowledge can be done
by applying common sense or, in major researchiiiés and bibliographical
databases, by employing subject specialists, wétoajoply their special knowledge.
LIS professionals have often concentrated on apglgew technology, software and
standards. They have often seen themselves adgrapptandards for description of a



relative objective nature. In other words may pcattKO have been seen as a
syntactic, rather than as a semantic activity #ereéntiated by Julian Warner:

“Semantic labor is concerned with transformatiorgivated by the meaning or signified of symbolsjlevh
syntactic labor is determined by the form alonsyhbols, operating on them in their aspect as Egna
Semantic labor requires direct human involvemeriteadriginally human syntactic labor can be transfd to
information technology, where it becomes a macpieeess. (Warner, 2007).

Since the 1950s, computer scientists have beeningowith KO based on certain
assumptions, mostly assuming that human classditaind indexing will soon be
madesuperfluous. A recent example (Sparck Jones 200Bpisautomated systems
based on relevance feedback from users might gobldems efficiently. Genuine
theoretical contributions to KO are very rare, fegm mandatory in relation to the
challenges with which this field is confronted. Mand more people discuss the
doomsday scenario for library and information scee(cf., Bawden 2007). There
exist many separated communities working with déifé¢ technologies, but very little
research about their basic assumptions and relekerés and weak sides. The
problem is not just to formulate a theory, but hcaver theoretical assumptions in
different practicesto formulate these assumptions as clearly aslpess order to
make it possible to compare approaches.

A further problem is that the adherents of différ@oproaches try to
avoid criticism by incorporating ideas from compegtapproaches. The field cannot
advance, however, without theoretical clarity, whi€ why it is important to describe
different approaches in a way that they can bendistshed from each other and
compared with each other. In other words: we hawexamine and interpret different
labels used for approaches very honestly and dbre@therwise we will stay in a
very muddled field.

One way to classify approaches to KO was suggdst&ioughton; Hansson;
Hjgrland & Lopez-Huertas (2005):

1. The traditional approach to KO expressed by clasgibn systems used in
libraries and databases, including DDC, LCC and WBding back to about
1876).

2. The facet-analytical approach founded by Ranganabaut 1933 and further
developed by the British Classification Researcoupr

3. The information retrieval tradition (IR) foundedtime 1950s.

4. User oriented / cognitive views gaining influencenfi the 1970s

5. Bibliometric approaches following Garfield’s consttion of theScience
Citation Indexin 1963

6. The domain analytic approach (first formulated &li994)

7. Other approaCh&Smong recent suggestions are semiotic approatbescal-hermeneutical”
approaches discourse-analytic approaches and basest approaches. An important trend is also amasip



on document representations, document typologydasdription, mark up languages, document architestu
etc.)

Each of the 6 approaches (but not other approaghksle presented and discussed
below.

“The traditional approach

It is difficult to define “the traditional approathecause there is no united theory
that corresponds to this concept. If we disreglaedother approaches to be
introduced, what exist are mostly various diffeneractices and some scattered
suggestions on how to organize knowledge. Evenglessystem such as the Dewey
Decimal Classification (DDC) has used quite différprinciples in various editions
(cf., Miksa, 1998). The classification researchan®fa Broughton (2004, p. 143)
wrote about one of the old established systemss tite hard to discern any strong
theoretical principles underlying LCC [Library ob@gress Classification]". Also
some formulations by S. R. Ranganathan (e.qg., 189%jgest that “traditional”
systems seem to lack a theoretical foundationifreyes as opposed to his own
approach).

Among the major figures in the history of KO, whicén be classified as
“traditional”, are Melvil Dewey (1851-1931) and HgrBliss (1870-1955). Eugene
Garfield wrote about Bliss: “His goals and aspoa$ were different from those of
Melvil Dewey, whom he certainly surpassed in irgefuial ability, but by whom he
was dwarfed in organizational ability and drive w2y was a businessman, but he
was in no sense as profound in his accomplishnig@arfield 1975, 252). This
difference in the character of the two men is ctéld in their approach to knowledge
organization as also reflected by Miksa’'s (1998,4#345) presentation of the
business perspective of Melvil Dewey. Dewey’s basgapproach is hardly an
intellectual approach on which the field can fintthaoretical foundation for KO
understood as an academic discipline. His intavastnot to find an optimal system
to support users of libraries, but rather to findefficient way to manage library
collections. He was interested in developing aesysvhich could be used in many
libraries, a standardized way to manage librarlectbns.

DDC should thus be seen as the dream of the lila@mnyinistratorather
than the dream of the library uséris not designed for any specific collectiordan
must be seen as a compromise between differemictiolhs and corresponding
scholarly interests. In order to minimize the whoéd in libraries, the system is
conservative in the sense that it often prefees/twd to change structure. In other
words: Internal consistency over different editibias often taken priority compared
to updating the system in order to make it moradcordance with the surrounding
society. The user does not get a detailed, realistiv about relations between




disciplines and fields of knowledge, but the lilgradministrator gets a system in
which most of the books are already classified thyeolibraries or agencies and
which is used for both shelf arrangement and cgtsé@arching. The library
administrator may hire people from library schoalbp know the system and may
apply this knowledge in all the libraries using DDe system is thus also
supporting professional interests. It probably espnts a rationalization of library
work more than anything else. Its main quality rbaythat it represents a standard
not a system optimized for browsing or retrievalday particular interest. It should
be added that what is today callatrary and Information Sciencé&lS, was termed
library economyin 1876 when the system was first published, wisciso an
indication of the administrative rather than thademic goals of the system.This
may also explain why systems designed on the bas®re modern principles have
not succeeded in influencing practice in libraries.

Among the critics of the DDC is Bernd Frohmann, wirote:

“Dewey's subjects were elements of a semiologigstiesn of standardized, techno-bureaucratic
administrative software for the library in its corpte, rather than high culture, incarnation".
(Frohmann 1994, 112-113)

“Dewey emphasized more than once that his systeps ma structure beyond its own; there is neither
a "transcendental deduction” of its categoriesamyrreference to Cutter's objective structure ofedo
consensus. It is content-free: Dewey disdainedpduilpsophical excogitation of the meaning of his
class symbols, leaving the job of finding verbaligglents to others. His innovation and the esseific
the system lay in the notation. The DDC is a poseégniotic system of expanding nests of ten digits,
lacking any referent beyond itself.

[¢)

The conflict of interpretations over "subjedi&came explicit in the battles between "bibliognap
(an approach to subjects having much in common @ittter's) and Dewey's "close classification".
William Fletcher spoke for the scholarly biblioghep.... Fletcher's "subjects”, like Cutter's, refdrto
the categories of a fantasized, stable social prdegreas Dewey's subjects were elements of a
semiological system of standardized, techno-buragiacadministrative software for the library is it
corporate, rather than high culture, incarnatigffohmann 1994, 112-113).

The quote from Frohmann shows that already wherwviM2ewey published his
system there was a critique of the DDC as beingtgand rather non-academic.
Dewey’s attitude may have influenced library phapky and practice. LIS
professionals may have seen their work more likgndactical activity that an
activity involving interpretation and analysis oéaming.

In order to identify an approach to KO which magel®e the label “the traditional
approach”, we shall turn to other scholars, incigddenry Bliss. An important
characteristic in his (and many contemporary thiskd KO) was that the sciences
tend to reflect the order of Nature and that lipraassification should reflect the
order of knowledge as uncovered by science:



Natural order> Scientific Classificatior> Library classification (KO)

The implication is that librarians, in order toss#y books, should know about
scientific developments. This should also be ré#iéan their education:

“Again from the standpoint of the higher educatudribrarians, the teaching of
systems of classification . . . would be perhapgebeonducted by including courses|in
the systematic encyclopedia and methodology dhallkciences, that is to say, outlines
which try to summarize the most recent resulth@relation to one another in which
they are now studied together. . . .” (Ernest Qugiitichardson, quoted from BIiss,
1935, p. 2).

This important principle has been implicit in thamagement of research libraries
and bibliographic databases such as MEDLINE, inctisubjects specialists are
often hired to do the work in KO. The importancesobject knowledge has not been
explicit in the following approaches to KO exceaptiomain analysis (and outside
LIS in certain computer approaches).

Among the other principles, which may be attribui@the traditional approach to
KO are:

Principle of controlled vocabulary

Cutter’s rule about specificity

Hulme’s principle of literary warrant (1911)
Principle of organizing from the general to thecpe

The principle of controlled vocabulary is essehtialway of avoiding synonyms and
homonyms as indexing terms by using standardizedludary. Cutter’s rule states
that it is always the most specific, most apprdprexpressions that should be looked
up in the vocabulary of notations and assignedtuohents. In this way the
expressions for the topics to be made retrieval@@endered most predictable. The
term "literary warrant" as well as the basic pnobeiunderlying this expression was
introduced by E. Wyndham Hulme (1911, p. 447). Hubirscusses whether, for
example, the periodic system of chemistry shouldde=l for book classification. He
writes (p. 46-47):

"In Inorganic Chemistry what has philosophy to g?¢Philosophy here meaning science, which proddced
periodic system]. Merely a classification by thenes of the elements for which practically no litara in book
form exists. No monograph, for instance, has yenlqmblished on the Chemistry of Iron or Gold.

Hence we must turn to our second alternative lwhises definition upon a purely literary warrdatcording
to this principle definition is merely the resuftan accurate survey and measurement of classiésrature. A



class heading is warranted only when a literatufgoiok form has been shown to exist, and the fasieo
validity of a heading is the degree of accuracyhwihich it describes the area of subject mattermmomto the
class. Definition [of classes or subject headintigrefore, may be described as the plotting cdisapge-existing
in literature. To this literary warrant a quaniitatvalue can be assigned so soon as the biblibgrapa subject
has been definitely compiled. The real classifiditerature is the book-wright, the so-called bad#&ssifier is
merely the recorder. " Hulme (1911, p. 46-47).

The principle of ordering from general subjectspecific subjects is generally
acknowledged and may be related to an essentaisof understanding.

Today, after more than 100 years of research anel@@ment in LIS, the
“traditional” approach still has a strong positiorKO and in many ways its
principles still dominate.

The traditional approach, however, shows signsa#r&in vagueness in its
theoretical and methodological basis. Is it subj@ciwledge rather than competency
in KO that marks the construction and administrabb knowledge organizing
systems? Often it seems to be assumed that thatghaization of knowledge is just
a matter of “readingthe correct relations between concept$ere is not much
indication of how this is done. Although debatesudtihe philosophy of science, e.g.
in relation to positivism, was not unknown among tbhunding fathers of knowledge
organization, they were not particularly clear bis point and the same is also the
case with the ordinary practice of KO. It is wittetdevelopment of the domain-
analytic approach that the question about the stibjiy and objectivity of KO in a
systematic way is first built into the methodolagitoundation of KO.

The facet-analytical approach

The date of the foundation of this approach maghzesen, for example, as the
publication of S. R. Ranganathai€slon Classificationn 1933. The approach has
been further developed by, in particular, the BhitClassification Research Group.
In many ways this approach has dominated what niighérmed “modern
classification theory.” The BC2 system is probablgay the theoretically most
advanced system based on this theory (and has@isobuted to the further
development of this approach).

The best way to explain this approach is probatwlyxplain its analytico-synthetic
methodology The meaning of the term “analysis” is: Breakiraywh each subject
into its basic concepts. The meaning of the temthssis is: Combining the relevant
units and concepts to describe the subject mdtteeanformation package in hand.




Given subjects (as they appear in, for examplek bides) are first analyzed into a
few common categories, which are termed “facetghd@nathan proposed his
PMEST formula: Personality, Matter, Energy, Spaute &me:

. Personality is the distinguishing characteristiasubject

Matter is the physical material of which a subjaety be composed
Energy is any action that occurs with respect éostiibject

Space is the geographic component of the locafi@ansobject.
Time is the period associated with a subject.

The British Classification Research Group (CRG)amded this list, but here we
shall only consider the original one. The firstuamption is that all subjects can be
analyzed in a way that fits into these five catezggrThose categories have been
developed before the books have been written anckdrn the library. In other
words are they neither dynamically developed nagpigoally given: they are logical,
a priori categories. Each category (facet) hasimcyple its own classification or lists
of symbols. A given document is classified by takame or more symbols from the
appropriate facets and combining them accordirggttain rules. This combination
is called notational synthesis. The idea is thatdame building blocks can be used
for all purposesThe underlying philosophical assumption is thatredats do not
change their meaning in different contexthis assumption has never, as far as |
know, been discussed in the literature. Accordmmobdern theories of meaning it is
a rather problematic assumption.

Ranganathan has had many followers in LIS. It loagelver, been extremely difficult
to trace critical examinations of this approachlywery few researchers has had
broader knowledge which enabled them to considermagbproach in relation to fields
like philosophy and linguistics. Among the few wiave done this is Moss (1964)
who found that Ranganathan based his system otétegories on that of Aristotle
without recognizing this. Another critical voiceRsancis Miksa, who, for example,
wrote:

"In the end, there is strong indication that Rarmglaan's use of faceted structure
of subjects may well have represented his needidonfiore order and
regularity, in the realm of subjects, than actuahyst" (Miksa 1998, p. 73).

“Ranganathan vigorously pursued the goal of findingbest subject
classification system” (Miksa 1998, p. 73).

Hjarland (2007b, 382-384) related the basic phpbsgoof facet analysis to the
philosophy of semantic primitives and thus to aabler theory of semantics.



According to his analysis, semantic elements atelinect attributes of language, but
are related to models of reality, which are thepregsed in language. Chemical
compounds may, for example, be expressed in chéfarcaulae by chemical
elements. Chemical elements are discovered anddhhynehemists; they are not
given elements in natural languages. The namdeeaftiemical elements are in this
case the semantic primitives. Semantic relatior@duding the relation between
elements and composed expressions, are thus cedriedheories of reality.

S. R. Ranganathan wrote in his ‘Philosophy of Lipi@lassification’ (1951):

“An enumerative scheme with a superficial foundatian be suitable and even
economical for a closed system of knowledge What distinguishes the
universe of current knowledge is that it is a dyic@continuum. It is ever
growing; new branches may stem from any of itsiitifiof points at any time;
they are unknowable at present. They can not therdfe enumerated here and
now; nor can they be anticipated, their filiatimas be determined only after
they appear.” (Ranganathan 1951).

Ranganathan thus expresses the views:
1. That enumerative systems have a superficial fouraat
2. That the discovery of new knowledge cannot be guatied in an enumerative
system
3. That the discovery of new knowledge can be antiegh&n a faceted system
(based on the view that new knowledge is formeddigbination of a priori
existing categories)

These views reveal some basic assumptions in teg¢-&nalytic approach. The
difference between the theoretical foundationsnofngerative systems compared to
faceted systems is not that the former have a Bapéfoundation while the latter
have a profound foundation. The basic questiok®awledge organization are
shared by both approaches: How terms are selestededined and their semantic
relations established. This is not a purely logmatter, but largely an empirical
guestion. While it is correct that it may be eassecombine existing elements to
form new classes and thus easier to place newdslijefaceted systems, it is of
course impossible for any system to anticipatedteeovery of new knowledge. The
belief that this should be possible reveals thatgiahe philosophy of facet analysis
Is without contact with the real world.

La Barre (2006) found that faceted techniquesrazeeasingly being used in the
design of web-pages. A specific format, XFML, a gienXML format for
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exchanging metadata in the form of faceted hieraschas been developed (Van
Dijck 2003). The technique is thus very alive amdise.

The information retrieval traditioR)

Information retrieval (IR) and knowledge organirat(KO) are normally considered
two different - although strongly related - suldelwithin Library and Information
Science (LIS) - related to respectively searchiamal description labor (cf., Warner
2002). They are, however, trying to solve the s&imeé of problems: enabling users
to find relevant information. For this reason wed& consider them competing
approaches, and thus try to evaluate their relatrengths and weaknesses. The
guestion then becomes: How can IR be characteagesh approach relative to the
other approaches discussed?

One way to do this has been to make a distinctawéden the "physical paradigm”
(or "system-driven paradigm™) on one side and "“ws&mnted" or "cognitive
paradigm" on the other. The IR tradition has besteustood as “systems driven” as
if the system makes a decision of what to presarihk users.

“In the conventional system-oriented view, a “petfesystem is defined as one
that finds the best match between a user’s statpaest and documents from a
collection. This view has proven to be very limgtint has led many researchers
to focus only on how to improve various aspectdagfument representations
and the matching algorithms. As a result, the sysieented approach to IR
tends to disregard users’ cognitive behaviors dsasehe problem-solving
context in which an IR process is being carried tidtas become evident that to
succeed, IR researchers need to look beyond maalyosthms.” (Gruzd 2007,
758).

This distinction between “the system-oriented viewd “the user-oriented view”
may, however, represent a misinterpretation. Tfferdnce between the Cranfield
experiments and user-oriented views is first amdrfmst that the Cranfield
experiments are based on expert evaluatdmscall and precision, while the user-
oriented views are based on userksluation. It is never the technology that makes
the decision of what is relevant. The technology$s constructed on the basis of
some views of what is relevant and how this cambasured. Neither the system-
oriented view nor the user-oriented view has carsid the epistemological problem:
How are answers to queries related to differerdrike or views?

Important in the IR-tradition have been, among hihe Cranfield experiments,
which were founded in the 1950s, and the TREC exyerts (Text Retrieval
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Conferences) starting in 1992. It was the Cranfexderiments, which introduced the
famous measures “recall” and “precision” as evabmatriteria for systems

efficiency. The Cranfield experiments found thatsslification systems like UDC and
facet-analytic systems were less efficient compé&wdke-text searches or low level
indexing systems (“UNITERM?”). The Cranfield | tesuund according to Ellis (1996,
3-6) the following results.

UNITERM 82,0% recall
Alphabetical subject headings 81,5% recall
ubC 75,6% recall
Facet classification scheme 73,8% recall

Although these results have been criticized andtiueed, the IR-tradition became
much more influential while library classificatioesearch lost influence. The
dominant trend has been to regard only statisticaiagesWhat has largely been
neglected is to ask: Are there certain kinds ofstjaas in relation to which other
kinds of representation, for example, controlledalmilaries, may improve recall and
precision?

Julian Warner has characterized the dominant I&ttom with the word “query
transformation” meaning that systems automatidatigsform a query to a set of
relevant references. He contrast this principlevhgt he terms "selection power”, a
principle that, according to him has been valuetladitional library work (cf.,
Warner 2002).

Although thesauri were developed in the IR-traditithis is the exception that
confirms the rule: The IR-approach may be charestdras generally sceptical of all
forms of human interpretation, indexing and clasatfon. Its focus has clearly been
on free-text retrieval: The assumption that textstain all necessary information
needed to retrieve them. Recently Karen SparcksJ@@@95) wrote that traditional
(pre-)classification probably is obsolete and maydplaced by new promising
techniques such as relevance feedback. If SpardsJueiew is typical of the IR
approach, then a criticism of this view may prouide basis of an alternative to the
IR-approach. In fact, two basic criticisms of relage feedback can be summarized:

1) Relevance feedback is based on certain premises abers’ knowledge that are largely
unexplored and may turn out to be highly unrealidfiusers do not have the necessary
knowledge to classify a domain, they cannot distisig relevant and non-relevant
documents and are thus unable to provide usefdbfezk.
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2) Relevance feedback represents unspecified andasrsgenantic relations between
documents considered relevant. Why prefer a kinglysfem implying unspecified relations
rather than specified and user-controlled relafons

In conclusion: The IR-tradition has generally bbased on positivist assumptions:
that optimal retrieval can be determined by reaiggsts without considering
different views or “paradigms” and without considegrtext corpora as a merging of
different views each putting different meaningsaions. In other words, it has
mainly been based on statistical averages, anddgiscted to investigate how
different kinds of representation and algorithmg/ earve different views and
interests.

User-oriented views

In some sense, all approaches to KO may agree #imgbal that systems and
processes are aiming at fulfilling the users’ “mhation needs”. For example, facet
analytic researchers may rightly claim that usersefit from well structured

systems, which is why this approach is “user-oadhor “user friendly”. If the term
“user-oriented” is to be a meaningful label foragproach, it needs to be defined in a
more precise way. We need to distinguish at Iéestdllowing meanings:

User-friendly knowledge organization

Market-oriented knowledge organization

Knowledge organization based on empirical studiassers

Knowledge organization done by users (e.g. thentdcend in folksonomies).

The best way to define this approach is probablynkeyhod: Systems based upon
user-oriented approaches must specify how the nledig system is made on the
basis of empirical studies of users.

User studies demonstrated very early that useferprerbal search systems as
opposed to systems based on classification nogatidns is one example of a
principle derived from empirical studies of usédherents of classification
notations may, of course, still have an argumehét hotations are well-defined and
that users may miss important information by notstdering them.

In order to consider the function of empirical usterdies it might be fruitful to

consider the development of a field such as bickigystematics. Mishler (2000)
provides an historical outline of this domain:

Historical periodsin biological systematics (after Mishler, 2000)
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1) Pre-history. Folk classifications

*2) Ancient Greeks through Linneaeus: Essentialism

*3) Natural system. Overall resemblance; "importnc

4) Darwin. Evolutionary language added (Only aesfipial effect for a long time, cf. 6)
5) Numerical Phenetics. Computers added. (Onlyparicial effect)

*6) Phylogenetic systematics (Cladistics). [A |Btarwian approach]

[*7) Systematics based on DNA-analysis

*argued by Mishler (2000) to be the only true renmns in the conceptual bases of systematics

The table shows how “folk classification” was susded by an essentialist
classification from Aristotle to Linné, then by ataral classification [founded by de
Jussieu] and later by phylogenetic systematicsawé-analysis. Thus, according to
this outline folk classification represented a peeentific period. One might ask: Are
classifications based on empirical information frosers to enjoy the same status as
folk classifications (i.e., to represent a pre-stifec form of knowledge

organization)? Do adherents of user-oriented vi@vasthat it is better to base
classification systems for libraries and bibliodraal databases on folk
classifications and user studies rather than ensfic methods?

It is strange that somebody seems to believe svaArateurs supposed to know
better? In some cases, of course, it may be hadmde&xperts among established
researchers. In the case of music, establishedndss have not until recently
regarded popular music and experts have had tourelfin other circles, for
example, among journalists and the users themsdtves in that case, it is probably
not the average user who knows about relevant gemeepts, but some experts
among the users. That being said, it must be aglnittat some serious researchers
do regard biological folk-classification equal testific classification (Dupre 2006).

Hjarland (2007a) found that user oriented view s&zimave driven out the study of
documents and that they have made some probleandimies of “the
bibliographical paradigm”. User-oriented views aften contrasted with “the
systems driven approach” which is again associattdthe Cranfield experiments:

"Theoretically, the Cranfield model relies almostiely on the attractive, but troublesome conadptlevance.
Furthermore, two key assumptions underlie the Gelthfodel: users desire to retrieve documentyagieto
their search queries and don’t want to see docwsmmitrelevant to their queries, and document egle® to a
query is an objectively discernible property of tteeument. Neither of these two assumptions haslste test
of time, experience and astute analysis." (Hild2a01).

The question whether a ‘document relevance to aygsen objectively discernible
property of the document’ is an epistemologicaléssvhich, according to Hildreth
(2001), is differently perceived in the Cranfiekperiments and in the user-oriented
tradition. Both traditions have, however, almosally neglected epistemological
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theories and thus confused the concept of ‘usarstiae concept of ‘subjectivity’:
Studying users and their psychology is in useristughixed up with studying
subjectivity in different views on knowledge. Iretranfield experiments relevance
was evaluated by subject experts, while the usentad approach used users for
evaluation (often using the same measures of randlprecision). It is correct that
Cranfield by applying expert evaluations expectexisdystem to provide relevant
references for all users, i.e. assuming a kindstdadard user. However, in the user-
oriented framework this is not very different. Aigbms are often constructed on the
basis of an averag# users’ evaluations. What has been neglectédtim traditions

Is to develop different representations of the sdowiments to serve different users.
Both traditions are rooted in the positivist undkemsling that a representation is
objective and neutral and that “one size fits all”.

Bibliometric approaches

These approaches are primarily based on usingpgialphical references to organize
networks of papers, mainly by bibliographic couglimtroduced by Kessler 1963)
or co-citation analysicindependently suggested by Marshakova 1973 aradl Sm
1973). In recent years it has become a popularigcto construe bibliometric maps
as structures of research fields.

Two considerations are important in considerindidibetric approaches to KO:

1) The level of indexing depth is partly determinedtiy number of terms
assigned to each document. In citation indexing ¢brresponds to the number
of references in a given paper. On the averagensic papers contain 10-15
references, which provide quite a high level oftdep

2) The references, which function as access poirgsprvided by the highest
subject-expertise: The experts writing in the lagdournals. This expertise is
much higher than that which library catalogs otibdgraphical databases
typically are able to draw on.

The main advantages and disadvantages in this agpeye summarized in figure 1.

Figure 1. Bibliographic references asindex entries/ subject access points

Advantages Disadvantages
e Citations are provided by highly e The relation between citations
gualified subject specialists and subject relatedness is indiract
e The number of references reflect the and somewhat unclear (related to
indexing depth and specificity (average the difference between social
in scientific papers is about 10 organization of knowledge and
references per article) intellectual organization of
e Citation indexing is a highly dynamic knowledge)
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form of subject representation .
References are distributed in papers
which allows the utilization of paper
structure in the contextual interpretation

Does not provide clear logical
structure with mutually exclusive
and collectively exhaustive
classes

of citations e Explicit semantic relations are r
o Scientific papers form a kind of self- provided
organizing system e Namedropping andther forms o

imprecise citations may cause
noise

Data coverage is an important problem in the bib&tric approach. Bibliometric
maps are extremely vulnerable to how journal alecssd. There is no objective and
neutral way to select journals as data for bibliblo@nalysis. If, for example,
Knowledge Organizatiors excluded from LIS, then classification researsHike
Ranganathan will be relatively underrepresentedaliee they are more often cited in
this journal. This does not, however, imply, thdtiometrics is totally subjective

and arbitrary. By working with different methodsddoy doing iterative

investigations strong arguments may be made comgedata coverage.

Schneider (2004) found that bibliometric methods loa used to provide candidate
terms for thesauri. Bibliometric maps may, howeberconsidered a knowledge
organizing tool in their own right, one that capglement thesauri, whether or not
they can be “verified” by thesauri. Typically bitnetric maps show networks of
cooperating authors, while thesauri show ontolddicks. Analytically we may
make a distinction between the intellectual orgatnin of knowledge and the social
organization of knowledge and it may be argued bit@iometrics is closer to the
social pole. Bibliometric methods may thus prowsd@plementary information that
Is useful in their own right.

The domain analytic approa¢bA)
The domain analytic approach is an approach fortedlat the beginning of the
1990s as an alternative to the dominant cognitiee/vn LIS. Here, it will be
presented more specifically as an alternative @mther approaches to KO
previously discussed.

Domain analysis is a sociological-epistemologstahdpoint. The
indexing of a given document should reflect thedsesf a given group of users or a
given ideal purpose. In other words, any descniptiorepresentation of a given
document is more or less suited to the fulfillmehtertain tasks. A description is
never objective or neutral, and the goal is ndtéamdardize descriptions or make one
description once and for all for different targedgps.
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The development of the Danish library “KVINFO” magrve as an example
that explains the domain-analytic point of view.

KNINFO was founded by the librarian and writer Ngnikoch and its
history goes back to 1965. Nynne Koch was empl@agdtle Royal Library
in Copenhagen in a position without influence onlboselection. She was
interested in women’s’ studies and began persotaltyllect printed
catalog cards of books in the Royal Library, whigére considered relevant
for women'’s studies. She developed a classificatimtem for this subject.
Later she became the head of KVINFO and got a lduddgéuying books
and journals, and still later, KVINFO became arejpeindent library. The
important theoretical point of view is that the Royibrary had an official
systematic catalog of a high standard. Normally #&ssumed that such a
catalog is able to identify relevant books for saghatever their theoretica
orientation. This example demonstrates, howevat,ftr a specific user
group (feminist scholars), an alternative way @amizing catalog cards was
important. In other words: Different points of vieweed different systems ¢
organization.

—

DA is the only approach to KO which has seriousigireined epistemological issues
in the field, i.e. comparing the assumptions maddifferent approaches to KO and
examining the questions regarding subjectivity abgctivity in KO. Subjectivity is
not just about individual differences. Such diffezes are of minor interest because
they cannot be used as guidelines for KO. What semportant are collective views
shared by many users. A kind of subjectivity aboany users is related to
philosophical positions. In any field of knowleddjierent views are always at play.
In arts, for example, different views of art are@ys present. Such views determine
views on art works, writing on art works, how axinks are organized in exhibitions
and how writings on art are organized in libraf®se @rom 2003). In general it can
be stated that different philosophical positionsaog issue have implications for
relevance criteria, information needs and for gatef organizing knowledge.

The representation of a document is made in oadenable users to make relevant
discriminations. The document should be looked upitin the eyes of potential
users. In a feminist library, for example, a bobkidd be indexed by anticipating
what it might contribute to feminist scholarshiid may sound strange, but in many
situations this is obvious and the natural thingdoThis view is known in the
literature as “request oriented indexing”. The aofrerdexing is, as stated by Rowley
& Farrow (2000, 99) to evaluate a papeostribution to knowledgand index it
accordingly. Or, with the words of Hjgrland (1998297) to index itsnformative
potentials A more simple way to put it: The indexer shouw#t avhat use can be
made of this particular document — relative to ottecuments?”
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"In order to achieve good consistent indexing,itladeexer must have a thorough
appreciation of the structure of the subject amrdniiture of the contribution that the
document is making to the advancement of knowléd&awley & Farrow 2000, p.
99).

The subjects of a document are its informative ks
(Hjegrland 1992, 1997)

The kind of information which is judged relevant fogiven task depends on the
theory of the person doing the judgment. If onedvels that schizophrenia is caused
by a problematic communication between mother dmid,achen studies of family
Interaction are evaluated as relevant. If, on thermhand, one believes schizophrenia
Is caused by genetic factors, then the study otgiecomes most relevant. The
criteria used to represent documents are thusngiple the same criteria that are
implied by current scientific theories. (This isywtitation indexes have an advantage
by their extremely dynamic way of indexing).

The facet analytic point of view takes as the pofrdeparture the terminology of a
given field; little is said, however, about how tleeminology is to be selected.
Doman analysis acknowledges a dilemma, a kind iockeh-and-egg problem, and a
hermeneutic circle: In order to select the ternogygl one needs to have an
understanding of the field. But in order to getuaerstanding of a field, one needs
to know about its concepts. The way this has tedieed is by using iterative
methods DA assumes that different approaches (or “paradijexist all domains of
knowledge and have to be identified. They are qoa#y distributed in the literature
or among the users, which is why so-called reptasgae samples cannot be used. (If
they were used some important views would not bpgnty represented). Different
approaches in a given domain have to be activelscbed for. Any system of
knowledge organization is always biased toward sphil@sophical position. There
Is no neutral platform from which knowledge camdbganized. The task is to
mediate between different views and to developraggus for a point of view that is
in accordance with the goals and values of therozgéion for which the system is
developed.

3. Some concepts considered units in KO:
“Document,” “information,” and “knowledge”
The field of knowledge organization consists of samits, elements or entities to be
organized and some relations between those ungts éemantic relations and
bibliographic relationships).
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If we look at an introductory paper on knowledggamization such as Anderson
(2003) many different suggestions about what iswized in KO is given.

“The description (indexing) and organization (cifisation) for retrieval of messagespresenting
knowledge textsby which knowledge is recorded and documémishich texts are embedded.
Knowledge itself resides in minds and brains ahlivcreatures.

Its organization for retrieval via short- amahd-term memory is a principal topic of cognitive
science. Library and information science deals Withdescription and organization of the artifacts
(messages, texts, documents) by which knowledgéuing feelings, emotions, desires) is
represented and shared with others. These knowtedgerces are often called information
resources as well. Thus ‘knowledge organizatiorthincontext of library and information science is
a short form of ‘knowledge resourcesjanization’. This is often called ‘informati@mganization™.
(Anderson 2003, p. 471; underlining added).

This quotation provided six different terms (thalarliined) for consideration as
candidate terms for the units in KO. Other viewy ina found scattered in different
literatures. On the basis of the literature, maaydidate terms may be considered.

In this paper, only three of those terms will beetly discussed: Document,
information and knowledge.

Document Library science was mainly about the organizatibhooks and book
representations on shelves and in catalogs. Bitalply included articles and other
kinds of documents listed in bibliographies. Araswrganise “records”, while
museums organise physical objects. The documetstai@de a generic concept
“document” to include not just books, articles,coeds” and objects such as globes,
but any kind of material indexed to serve as somé &f documentation, including
pictures, maps and globes. Even animals were ceresidlocuments (if captured and
kept in a zoo). The concept of document is impantaut lost much influence with
the entrance of computers in 1950’s, but has rgckat an important renaissance.

Information Computer scientists ignored earlier conceptuakwothe fields of
library science and documentation and just talkemlia“information storage and
retrieval”. To talk about information rather thdocuments may have raised the
status of the dusty profession of library sciengedsnentation, as suggested by
Spang-Hanssen (2001). Intellectually, howeverag brought much confusion and
may have misled KO from its proper theoretical aSkperiments with
“information retrieval” in the 1950s-1960s were mgibased on bibliographical
databases. The transformation to electronic madiaat change the nature of what
was represented. The use of the term “informatwas associated with the belief
that Shannon’s “information theory” was a long-negdnswer to a theory also about
libraries and scholarly communication. The expemtatwere never met, however,
and the talk about information rather than docuséas not strengthened the
theoretical basis of the field (although, of courdermation theory is valuable in
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computer science for technical problems such asunig the storage capacity of
disks). Documents are more related to the conceptreeory of semiotics (the field
about signs), which may turn out to be a morefinbtheoretical frame for KO.

Knowledge The term KO originated in the library field. Bems to have been
established around 1900 by people [Krarles A. CutteandErnest Cushington
Richardsorandstabilized byW. C. Berwick Sayem@nd HenryBliss. Bliss’ book
(1929)The organization of knowledge and the system cddlemcesepresent one of
the main intellectual contributions in the fieldl &f these authors argued that book
classification is based on knowledge organizat®rt appears in science and
scholarship. The best way to organize books imtibs (and document
representations in bibliographies) was to makdiliary classification reflect a
scientific classification which, in turn, was sugpd to reflect the nature of reality.

Cutter, Bliss, and other important classificatiesgarchers from the period of the
second half of the focentury and the first half of the $6entury, realized, that what
Is organized cannot be taken as absolute truth.edery Bliss believed that
knowledge was relativelyafe and true, which is why a kind of consensusdcbe
established. Because of this, Bliss and his conbeanp chose the term “knowledge
organization”, “‘knowledge” understood in the Platomadition as “verified, true
belief”.

In his preface to Bliss (1929), the philosophemJDlewey wrote:
“A classification of books to be effective on thegtical side must correspond to the
relationships of subject-matters, and this corredpace can be secured only as the
intellectual, or conceptual, organization is baspdn the order inherent in the fields of
knowledge, which in turn mirrors the order of natti(Dewey 1929, p. viii)

This quote is in accordance with the traditionawiof knowledge as a neutral and
objective reflection of reality. It is, howeverpad representation of John Dewey’s
pragmatic view of knowledge and of classificatias,demonstrated by another
quote:

“No sensible person tries to do everything. Hedetain main interests and leading aims by
which he makes his behavior coherent and effeclieehave an aim is to limit, select,
concentrate, group. Thus a basis is furnisheddigcting and organizing things according as
their ways of acting are related to carrying forsvpursuit. Cherry trees will be differently
grouped by woodworkers, orchardists, artists, $igEnand merry-makers. To the execution
of different purposes different ways of acting ae€hcting on the part of trees are important.
Each classification may be equally sound when tfierdnce of ends is borne in mind.

Nevertheless there is a genuine objective starfdattie goodness of special classifications.

One will further the cabinetmaker in reaching s &hile another will hamper him. One
classification will assist the botanist in carryiog fruitfully his work of inquiry, and another
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will retard and confuse him. The teleological theof classification does not therefore
commit us to the notion that classes are purelgalesr purely mental. Organization is no
more merely nominal or mental in any art, includihg art of inquiry, than itis in a
department store or railway system. The necesbixecution supplies objective criteria.
Things have to be sorted out and arranged sohbatgrouping will promote successful
action for ends. Convenience, economy and effigi@me the bases of classification, but
these things are not restricted to verbal commtinicavith others nor to inner
consciousness; they concern objective action. Timest take effect in the world.

At the same time, a classification is not a bamagcript or duplicate of some finished and
done-for arrangement pre-existing in nature. tatber a repertory of weapons for attack
upon the future and the unknown. For success,dtalsl of past knowledge must be reduced
from bare facts to meanings, the fewer, simplerrance extensive the better... " (Dewey
1920/1948, p. 151-154).

This quote clearly demonstrates that John Dewewdidccept the mirror metaphor
of knowledge, or, as he expressed it: “a barestnayot or duplicate of some finished
and done-for arrangement pre-existing in nature”.

For KO is this issue important. Two different vieafsknowledge can be contrasted:

1) “Positivist view”: Knowledge and KO as “a barariscript or duplicate of
some finished and done-for arrangement pre-exigtimgture”.

2) “Pragmatic view”: Knowledge and KO as somethtogstructed to deal with
some human needs and interests.

The pragmatist view of knowledge is also conneutgd “fallibilism”, the view that
scientific research is never to be taken finallpvad, that new evidence may change
scientific beliefs. The implication of fallibilisns that we cannot understand the
documents as representing knowledge, as traditlyonatlerstood. We should not
talk about knowledge or knowledge organization,dhdut knowledge claims and
the organization of knowledge clainihe implication is that each knowledge claim
Is supported by and connected with arguments, tee@nd world views. If this is
recognized by the people performing KO, then thiiacis not based on
“positivism”.

4. Fields contributing to knowledge organization
Knowledge Organization is not just something th8-profession can do without
considering research in other domains, for exangomputer science, linguistics and
natural language processing, theory of knowledwmry of social organization etc.
In particular an understanding of the nature of Wwhedge, cognition, language and
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social organization is decisive for the understaugdof KO and thus for the ability to
design, evaluate and use knowledge organizing gssseand knowledge organizing
systemsMany fields may have an interest in the defininggiions of knowledge
organization or may be considered related disagliffhis issue has already been
introduced above, for example, the role of thedogy of knowledge, the single
sciences and metaphysics/ontology.

A few words about the concept of discipline irateln to this issue:
Much knowledge is today scattered in different igigaes. Library schools have
traditionally educated librarians and informatiqesialists, schools of language for
special purposes have educated translators, basokeols have educated
information managers, schools of computer sciease leducated software engineers
etc. In many ways much of what they have been wgrigith is based on the same
kind of theoretical knowledge. Their separation pased a problem rather than
provided a fruitful development of separate fieltlsis journal Knowledge
Organizatior) sometimes publishes information related to te&lfof Terminology,
but this is an exception that confirms the ruld tha two fields are separated. In each
discipline, there is a need for theoretical claafion about the fundamental problems
in knowledge, cognition, communication, language social organization, which
are common to all these disciplines.

Our journal,Knowledge Organizatiorinas the subtitldnternational
Journal. Devoted to Concept Theory, Classificatiodexing, and Knowledge
RepresentationEach of these fields may be studied from diffepmrspectives. First,
they may be studied from different disciplinary gctives. Concepts, for example,
may be studied by psychology, by linguistics, biigdophy, by sociology, by
artificial intelligence and so on. Each of thesdds tends to emphasize different
aspects of concepts. At the same time, howeveh, éabose fields struggle with the
same fundamental problems regarding the naturerafepts. Second, there are basic
(epistemological) theories of concepts that aremomto all those fields and within
each field competing for attention. It is this épmological level that is most
important. If a strong theory is developed at teigl, all the involved disciplines
will benefit in a very important way.

Let us consider linguisticas an example. First, linguistics is a discipline
(studying language) but language is also studieddnyexample psychology, and
sociology. Linguistics should be extremely impottim LIS and KO because of the
dominance of texts in libraries and because mostrmediating activity is based on
language. The case is, however, that linguistieares is very seldom cited in the
literature of LIS (cf., Warner 1991). Why is this?

The influential computer scientist Gerald Saltapressed pessimism
concerning the usefulness of linguistics in infotima science. In the words of the
Danish linguist and information scientist HenninmpBg-Hanssen:
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"In this connection it is important to realize thia¢ points of view, which have been
domination within linguistics in the last 10-15 ygan particular in the USA (i.e. Noam
Chomsky's school of generative grammar) not hagphactical influence worth mentioning
in relation to natural language processing." Irtheoretical foundation and in the
technicalities (such as the writing of rules inalthmic form) exist important similarities
between generative grammar and electronic dataepsony. Natural language processing
seems, however, in practice still to depend onticahl categories of grammar and
traditionally formed dictionaries. This demonstgaiie@ my opinion the problems related to
automation of text - as opposed to problems relateaditomation of mathematical
computations, are fundamental and thus cannotitméneted just by computer-oriented
versions of linguistics.

| thus share with Gerald Salton his pessimibouaithe usefulness of recent linguistics in
relation to automated documentation. However, 8atems to identify linguistics with
modern American linguistics and thus to miss thewdedge, which was gained before
generative grammar evolved or which was gainedheraccountries such as Scandinavia”.
(Spang-Hanssen 1974, 17, translated by BH).

In order to understand the relation between lintgrgsand LIS it is thus important to
understand that both fields are influenced by chmangpistemological views and
interdisciplinary trends. Epistemology is simpldeeper way to understand both
fields. This situation unfortunately makes it mdrgicult for all parties, including
knowledge organization. In order to draw from retbfields such as linguistics, we
simply have to find a satisfactory metatheory befee can do so. In line with what
Is written earlier in this paper, | find that sueimetatheory must be related to
pragmatism.

Conclusion
Knowledge Organization is one among many contenmpdields, which try to play a
role in the future environments of communicating archanging knowledge.
Among the competitors are Knowledge ManagementCGordputer Science. Much
knowledge may be shared among such fields, butpsitant for each field to
develop a clear identity and a history of its oW has in particular been connected
with LIS and has aimed at supporting learning asgarch activities, which may be
one of the important pillars on which to base te&lf Another related pillar is the
concept of knowledge and theories of knowledge.wladge Organization may have
a valuable theoretical base in theory of knowledggch may be the reason why we
should stick to this label as the name of our field

23



References

Anderson, J. D. 2003. Organization of knowledge.liernational Encyclopedia of

Information and Library ScienceNd. ed. Ed. by John Feather & Paul Sturges.
London: Routledge (pp. 471-490).

Bawden, David 2007. The doomsday of documentationPnal of Documentation
63(2), (editorial).

Bliss, Henry Evelyn 192%he organization of knowledge and the system of the
sciencesWith an introduction by John Dewey. New York: Hghlolt and Co.

Bliss, Henry Evelyn 1935A system of bibliographic classificatioNew York: H. W.
Wilson.

Broughton, Vanda 2004£ssential classificatiariondon : Facet Publishing.
Dupré, J. 2006. Scientific classificatiorheory, Culture & Society 23-3), 30-32.

Broughton, Vanda, Hansson, Joacim, Hjgrland, Bieget LOpez-Huertas, Maria J.
2005, “Knowledge organisation: Report of workinggp 7”, in Kajberg, L. and
Larring L. (Eds) European Curriculum Reflections on Education inraiy and
Information SciengeRoyal School of Library and Information Scien€Cepenhagen,
available athttp://www.db.dk/LIS-EU/workshop.asp

Cole, Jonathan R. & Cole, Stephen 198Gcial Stratification in Scienc&hicago,
IL: University of Chicago Press.

Dewey, John 1929. Introduction. IN: H. E. Bli3$ie organization of knowledge and
the system of the sciencéew York: Henry Holt and Company.

Dewey, John 1920/194Reconstruction in philosophinlarged edition. New York:
Beacon, 1948. (Original work published 1920).

Dolby, R. G. Alex 1979. Classification of the saen: The Nineteenth Century

Tradition. IN:Classifications in their social contextsd. by R. F. Ellen & D.
Reason. (Pp. 167-193). New York: Academic Press.

24



Dupré, John 2006. Scientific classificatidineory, Culture & Society, 23-3), 30-
32.

Ellis, David 1996 Progress and Problems in Information Retriedadndon: Library
Association Publishing.

Ereshefsky, Marc 2000. The Poverty of the Linnademmarchy: A Philosophical
Study of Biological Taxonomy. Cambridge: Cambridgj@versity Press.

Frohmann, Bernd 1994. The Social Construction afwledge Organization: The
Case of Melvin DeweyAdvances in Knowledge Organizationl49-117.

Garfield, Eugene 1975. The “Other” Immortal: A Memrable Day with Henry E.
Bliss. Current Content#15, 7-8. Reprinted irfEssays of an Information Scientist
Vol:2, p.250-251, 1974-76. (Retrieved 2007-11-29)
http://www.qgarfield.library.upenn.edu/essays/v2p2BiV 4-76.pdf

Gruzd, Anatoliy 2007. Book review of ‘New Directi®im Cognitive Information
Retrieval’.Journal of the American Society for Informatione®cie and Technology
58(5), 758-760.

Hildreth, Charles R. 2001. Accounting for userflated assessments of on-line
catalogue search performance and usefulness: aniegntal studylnformation
Research @) Available athttp://InformationR.net/ir/6-2/paperl01.html

Hjarland, Birger 1992. The Concept of "Subjectinformation Sciencelournal of
Documentation 4@), 172-200.
http://www.db.dk/bh/Core%20Concepts%20in%20LIS/1HYAC_Subject.PDF

Hjarland, Birger 1997Information Seeking and Subject RepresentatiorAdivity-
theoretical approach to Information Scien¥estport & London: Greenwood Press.

Hjarland, Birger (Red.). 2005ff.: Lifeboat for Knéedge Organization. (Free
Internet sourcehttp://www.db.dk/bh/lifeboat%5Fko/home.htm

Hjarland, Birger 2007a. Arguments for 'the bibliaghical paradigm'. Some thoughts
inspired by the new English edition of the UDGformation Researcth2(4) paper
colis06.http://informationr.net/ir/12-4/colis/colis06.html

Hjarland, Birger 2007b. Semantics and Knowledgea@ization Annual Review of
Information Science and Technology vol. 41, 367-405

25



Hjarland, Birger & Nissen Pedersen, Karsten 200SuBstantive theory of
classification for information retrievalournal of Documentation §3), 582-597.
http://www.db.dk/bh/Core%20Concepts%20in%20LI1S/ijnd%20&%20Nissen.pd
f

Hulme, E. Wyndam 1911. Principles of Book Classificn. Library Association
Recordl13:354-358, oct. 1911; 389-394, Nov. 1911 & 448-423ec. 1911.

Kessler, Myer Mike 1963. Bibliographic coupling Ween scientific papers.
American Documentatioi4: 10-25.

La Barre, Kathryn 2006l'he use of faceted analytico-synthetic theory asaled in
the practice of website construction and deskm.D.-dissertation submitted at the
school of LIS at Indiana University.

Marshakova, I. V. 1973. A system of document cotiordased on references.
Scientific and Technical Information Serial of VINI6(2): 3-8.

Martyn, J. 1964. Bibliographic couplingournal of Documentatio20(4) 236.

Mayr, Ernst 1982The growth of biological thought: Diversity, evotut, and
inheritance.Cambridge, Mass.: The Belknap Press of Harvardéssity Press.

Miksa, Francis 1998he DDC, the Universe of Knowledge, and the Postidvio
Library. Albany, NY: Forest Press.

Mishler, Brent D. 2000. Deep Phylogenetic Relatimps among "Plants" and Their
Implications for Classificationflaxon49(4), 661-683.

Moss, R. 1964. Categories and Relations: Originbmad Classification Theories.
American Documentatio296-301.

Oleson, Alexandra & Voss, John (Eds.). 19M% Organization of knowledge in
modern America, 1860-192Baltimore: Johns Hopkins University Press.

Ranganathan, Shiyali Ramamrit@51.Philosophy of Library Classification
Copenhagen: E. Munksgaard.

Rowley, Jennifer E. & Farrow, John (200Qxganizing Knowledge: An Introduction
to Managing Access to Informatiadrd. Alderstot: Gower Publishing Company.

26



Schneider, Jesper W. 2004t ification of bibliometric methods' applicabilitgr
thesaurus constructiordalborg: Royal School of Library and Informati&eience.
(PhD-dissertation). Available ahttp://biblis.db.dk/archimages/199.pdf

Small, Henry 1973. Co-citation in the scientifietiature: A new measurement of the
relationship between two documenisurnal of the American Society of Information
Science24(4): 265-2609.

Spang-Hanssen, Henning 19R4innskapsorganisasjon, informasjonsgjenfinning,
automatisering og sprak. Ikunnskapsorganisasjon og informasjonsgjenfinning
Oslo: Riksbibliotektjenesten, pp. 11-61.
http://www.db.dk/bh/Core%20Concepts%20in%20LIS/$BabFHanssen%5F1974.

pdf

Spang-Hanssen, Henning 2001. How to teach aboutnattion as related to
documentationHuman IT(1), 125-143http://www.hb.se/bhs/ith/1-01/hsh.htm
[written 1970].

Sparck Jones, Karen 2005. Revisiting classificdioometrieval.Journal of
Documentation 6(b), 598-601. [Reply to Hjgrland & Nissen Pedersfi5].
http://www.db.dk/bh/Core%20Concepts%20in%20L1S/Sk#20Jones%5Freply%o
20t0%20H]jorland%20&%20Nissen.pdf

Warner, A. J. 1991. Quantitative and qualitativeeasments of the impact of
linguistic theory on information scienc#ournal of the American Society for
Information Science 42), 64-71.

Warner, Julian 2002. Forms of labour in informatsystemsinformation Research
7(4) http://informationr.net/ir/7-4/paperl35.html

Warner, Julian 200 Description and search labor for information retaieJournal
of the American Society of Information Science Bachnologyb8(12), 1783—-1790.

@rom, Anders 2003. Knowledge Organization in thendm of Art Studies - History,
Transition and Conceptual Changkaowledge Organization 38/4), 128-143.

27



