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Abstract 

Java provides an easy-to-use language and platform for writ- 
ing distributed, network-aware applicatious. For the scien- 
tific computing community, Java has the potential of ex- 
tending the range and usefulness of scientific codes, as well 
as widening the codes current user base. However, certain 
features of Java may limit its usefulness as a platform in 
which to develop and deploy scientific codes. In this paper, 
we analyze where Java could be used within scientific com- 
puting, and examine several Java-based systems that aim to 
provide tools and runtimes suitable for progr-mm;ng scien- 
tific codes within distributed computing environments. 

1 Introduction 

One of the main benefits that  Java brings to the scientific 
computing community is an easy-to-use, portable f~ame- 
work that facilitates distributed computing. Programmers 
can take advantage of this fxamework to convert otherwise 
stand-alone scientific codes into network-aware applications. 
However, speed, numerical precision and operator expres- 
siveness, are important factors in most scientific codes, and 
a careful e_Yamination in these areas should be considered be- 
fore diving into the programming. In the remainder of the 
paper, a discussion of these and related issues is presented 
fIom a progr~Lmmer'S perspective. An alternative program- 
ming paradigm that  is not Java-specific, but which may take 
advantage of several key features of Java, is offered, along 
with several evramples systems which illustrate the concept. 

2 Overview o[ Issues 

The kinds of codes used in scientific computing typically in- 
volve compute-intensive numerical calculations, as well as 
the management and distribution of large data sets. So a 
natural question to ask is: how does Java fit in this pic- 
tnre? At first glance, two extremes exist: use Java as a re- 
placement for everything (equivalently, program everything 
in Java), or don' t  use Java at all. While the latter is not 
very interesting, the former does require some analysis. In 
this section, we explore several issues that  identify Java's 
limitations as a programming environment and platform for 
scientific computing. A more comprehensive analysis, along 
with interesting debates on these issues, can be found in [11]. 

2.1 Platform Independence 

By design, Java provides a platform-independent view of 
computing resources that  programmers can access and 'rely 
on [1]. The Java Virtual Machine (JVM) and accompanying 
set of Java Developer Toolkit (JDK) libraries constitute the 
platflorm to which Java programmers code. This platform 
hides much of the underlying hardware, operating system, 
and even JVM/JDK implementation details through its use 
of a uniform application programming interface (API). A 
consequence of this is that  programmers rely heavily on the 
JVM vendors to provide optimizatious for key operations 
(e.g., floating point, vector arithmetic, etc.). Although just- 
in-time (JIT) compilation and related technologies promise 
to improve overall JVM performance, it is not clear whether 
specific optimizatious unique to scientific codes will be avail- 
able. Hence, optimal, or even good, performance relative 
to what might be obtained by programming "closer to the 
machine" may not be achievable within a Java-only environ- 
ment. 

2.2 Numerics 

Java is not suitable for doing precise scientific computations 
due to its present lack of support for the IEEE floating point 
standard [16]. This memas that numerical calculations which 
require a certain level of floating point accuracy and consis- 
tency cannot be guaranteed to possess such characteristics 
across all JVM implementations. This poses a fundamental 
problem for many codes. 

2.3 Bandwidth 

Java Remote Method Invocation (RMI) provides a frame- 
work that allows an object residing in one JViV[ to invoke 
methods on an object residing in another JVM, This facili- 
tares distributed computing within Java, and makes it very 
easy to pass data between remote objects. However, P~/II is 
not well-su/ted for high-bandwidth data  passing due to its 
inei~cient object serialization [3]. Furthermore, preliminary 
studies show that  improvements in this area have not mate- 
rialized under the most recent JVMs [5]. Thus, bandwidth 
scalability (and by extension, problem aize acalability) are 
still unresolved issues in Java. 

2.4 Memory Management 

Java uses garbage-collection to automatically manage mem- 
ory. Thus, the programmer has no direct control of when 

14 



memory  resources are freed. Furthermore,  since direct ac- 
cess to memory  is prohibi ted (e.g., no pointer  ari thmetic),  
code which uses memory  opt imizat ion techniques would need 
to be re-designed and  re-wri t ten for Java. This can be prob- 
lematic for codes which require large da ta  sets, or whose 
algonthm~ depend on or assume manua l  memory manage- 
ment.  

2.5 Legacy Code 

A large percentage of scientific codes are wri t ten  in For- 
t r an  and  C, while a smaller percentage are wri t ten  in C + +  
and other higher-level languages. It  could be argued that  
these codes should be re-wri t ten in Java, in order to take ad- 
vantage of the object-oriented paradigm and the Java plat-  
form features [6]. Unfortunately,  direct suppor t  for complex 
types and  an easy-to-use syntax  for mult i -dimensional  ar- 
rays are not  current ly  available as par t  of the core J a r a  lan- 
guage/pla t form [16]. Furthermore,  a significant amount  of 
t ime and  effort has been spent  on gett ing existing scientific 
codes to work efficiently and  reliably on specific platforms. 
Hence, there will be  a reluctance to port  existing codes to 
Java. 

3 Middle Ground 

Given the preceding points, Java seems ill-suited as a "re- 
placement" language/pla t form for writ ing scientific codes. 
However, between the "all-or-nothing" Java extremes lies 
the possibility for using Java as the "glue" to connect e~dst- 
ing scientific codes. Tha t  is, Java could be used for bui lding 
software frameworks (or Uglueware") tha t  manage  the use 
of scientific codes. Or, to pu t  it  another way, one need not  
write scientific codes in Java, rather,  one can write Java 
~round scientific codes. 

3.1 Java as "Glueware" 

The not ion of bui lding composit ional tools to incorporate 
legacy codes into an under lying software framework is not  
new. In  fact, there are quite a few non-Java  software sys- 
tems current ly  being used as the "glue" to connect scien- 
tific codes. In  particular,  scripting languages such as Perl, 
Py thon  and  Tel, have recently been used in the construc- 
t ion of several scientific comput ing frameworks [19]. So, 
what  makes Java be t te r  t han  these other "glue" program- 
ruing systems? Perhaps no single feature gives Java a com- 
plete advantage over other systems (language preferences 
notwiths tanding) .  But  as an  integrated system, Java does 
provide key mechanisms tha t  facilitate its use as "glue". 
These include a uniform API  (described below) for accessing 
non-Java codes, and bui l t - in  remote object interoperabil i ty 
facilities such as RMI [13] and IDL [15] tha t  allow these 
codes to be accessible wi thin  a wider dis t r ibuted comput ing  
environment .  

3.2 Programming Approaches 

Ass-ming  Java is to be used as the "glueware" for scien- 
tific computing,  two broad programmat ic  approaches be- 
come readily apparent .  The  first is to use a fine-grained, 
l ibrary-based approach tha t  stays close to the Java platform. 
The second is to embrace language/pla t form heterogeneity 
and use a coarse-grained, component-based approach. Both 
approaches involve the use of wrapper codes which provide 
facilities for invoking functions and  passing da ta  between 

Java and (potentially) non-Java  systems. A brief overview 
of these approaches is out l ined below. 

The l ibrary-based approach is a small step away from the  
Java-only extreme. This approach involves using the Java 
Native Interface (JNI) to make funct ion calls between Java 
code and  non-Java  codes [12]. Depending on how far the 
programmer wishes to step into (or out  of) the  Java-only 
environment ,  the wrapper  code could range from m;~;mal 
(e.g., use Java only as a high-level front-end),  to maximal  
(e.g., all code is in Java except for nat ively compiled com- 
puta t ional  kernels). This approach may work best for a 
restricted set of platforms for which little or no communica-  
t ion is requ.ired (e.g., s tand-alone programs),  or which can 
take advantage of the target  platforms'  special capabilities 
to enhance performance. In  short, programmers can use this  
approach to retain the benefits of working within  Java, while 
gaining some control over platform-specific optimizations.  

An alternative is to move away from the Java-only ex- 
t reme and adopt a language/pla t form neut ra l  approach. In  
this scenario, scientific codes can be wri t ten  in whichever 
language is convenient or appropriate  to use, and  for which 
wrapper code has been provided. The wrapper  code pro- 
r ides access to a new kind of platform: the  component  
framework. This framework dfdqnes a set of interfaces tha t  
describe the kinds of functions tha t  may be invoked on the 
component .  Like the previous approach, the incorporat ion 
of scientific codes into the framework may entail  an  initial  
lower-level programming phase (e.g., compiling and /o r  link- 
ing against a set of framework libraries to produce a run  t ime 
executable). However, once the assimilation is complete, a 
different programming paradigm emerges: application level 
programming.  Here, progrA.mmers, as well as end users, are 
able to assemble mad compose scientific component  codes to 
form larger applications based solely on a components  public 
interface. This is one of the key ideas behind  component- 
based programming [18]. 

4 Example Frameworks 

A sampling of several Java-based frameworks that  utilize 
the "glue" concept, and which specifically target  scientific 
comput ing  in a dis t r ibuted comput ing  context,  are described 
below. A more comprehensive review of these and related 
systems can be found in [19]. These frameworks are exam- 
ined in decreasing order of Java-dependency. 

4.1 Symphony 

Symphony is a cJient/server framework for specifying and 
t ransparent ly  executing dis t r ibuted (legacy) applications. I t  
relies heavily on the  JavaBeans [14] architecture to provide 
much of its functionality. Although programmers are re- 
quired to write their scientific codes as "beans" (Java-centric 
components) ,  certain port ions may  be JN'I-wrapped. The 
server side is implemented  as a Java daemon process, which 
performs the actual  code execution. The  client front end 
is derived from the Java BeanBox GUI,  bu t  does provide 
addit ional value with a set of simple, yet powerful, generic 
beans. Finally, beans  communica te  through Java itself (e.g., 
via Jav~ RMI, Java sockets, etc); however, the under lying 
codes are not  necessarily restricted to this. [17]. 

4.2 IceT 

IceT is a system tha t  facilitates the t ranspor t  and  dynamic 
execution of of nat ive codes via Java [9]. Using the  IceT 
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API, programmers can write JNI-wrapped codes optimized 
for specific platforms, and the IceT system handles the in- 
stantiation details at runtime via a Usoft install" mechanism. 
The IceT framework automatically detects and sets up the 
proper environment for running the code on compatible ma- 
chines within a distributed computing environment. By us- 
ing IceT, the programmer is afforded some degree of runtime 
portability to his otherwise non-portable JNI-wrapped code. 

4.3 WebFIow 

WebFlow is a client/server system that enables 
high-performance commodity computing for dataflow ap- 
plications [2]. The server side is implemented as mesh of 
Java servers, called the WebVM, which manage and coor- 
dinate distributed computations. Programmers can write 
their codes in whichever language is most suitable, and then 
use a Java-based API  to to encapsulate their scientific codes 
as "modules" in the WebFlow system. The cfient side con- 
sists of a Java applet front end that  allows users to visually 
compose modules into distributed applications. 

4.4 VDCE 

The Virtual Distributed Computing Environment (VDCE) 
provides a problem solving environment for performing par- 
allel and distributed computing over wide-area networks [10]. 
The system is composed of two parts: an application editor 
and a runtime system. The Java-based application editor 
provides a set of libraries for developing VDCE appllc&tions, 
as well as a GUI for visually composing applications from 
a database of components. The runthne system provides a 
task scheduler for mapping components to a matching set of 
resources, a real-time task monitor for obtaining feedback on 
the status of components, and a socket-based point-to-point 
inter-component communication system. To use this sys- 
tem, programmers must write their codes using the VDCE 
support libraries, which allow components to interact with 
the application editor, as well as the runtime kernel services. 

4.5 CAT 

The Component Architecture Toolkit (CAT) facilitates 
component-based programming by providing programmers 
and end users with the following items: a conceptually sim- 
ple "port-based" component model, a suite of developer 
tools for incorporating existing scientific codes into its frame- 
work, and a set of end user tools for locating, composing, 
building and running distributed component applications. 
The framework has been implemented in both Java (for 
the GUI composition workspace, and Java-based compo- 
nents), and in H P C + +  [8] (for components written in For- 
trait, C, or C + + ) .  Using the CAT component model, pro- 
grammers can target their codes to whichever framework 
implementation best suits their performance needs. Nexus 
[7] provides the multi-platform, high-performance communi- 
cation layer that,  with the use of NexuaKMI [4], enables Java 
components to inter-operate with non-Java components. A 
complementary resource information subsystem (BLIS) al- 
lows both programmers and end users to publish informa- 
tion about components (static or r ,  uning) in a distributed 
directory service so that  other RIS users may access them. 
A more detailed description can be found in [20]. 

S Conclusions 

Java provides a rich object model, extensive set of core li- 
braries, and a framework that  simplifies distributed com- 
puting. However, Java falls short of providing a viable pro- 
grimm;rig and execution environment for scientific comput- 
ing due to its unsatisfactory performance, poor scalabifity, 
inadequate numerics, and lack of core support for opera- 
tions/types unique (and very useful) to scientific computing 
programmers. Nonetheless, it has been shown that  Java is 
quite useful as the "glue" for progr~mm;ug around scientific 
codes, and that one can thereby gain some advantages of 
Java's distributed computing facilities to broaden the class 
of users who can make use of such codes. 
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